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Plan of the Two-Volume Edition

Fortran, long the epitome of stability, is once again a language in flux. Fortran 90
is not just the long-awaited updating of traditional Fortran 77 to modern computing
practices, but also demonstrates Fortran’s decisive bid to be the language of choice
for parallel programming on multiprocessor computers.

At the same time, Fortran 90 is completely backwards-compatible with all 2
Fortran 77 code. So, users with legacy code, or who choose to use only olde
language constructs, will still get the benefit of updated and actively maintained
compilers.

As we, the authors oNumerical Recipes, watched the gestation and birth of
Fortran 90 by its governing standards committee (an interesting process describe
by a leading Committee member, Michael Metcalf, in the Foreword to our Volume ¢
2), it became clear to us that the right moment for moving Numerical Recipes from s
Fortran 77 to Fortran 90 was sooner, rather than later.

On the other hand, it was equally clear that Fortran-77-style programming —
no matter whether with Fortran 77 or Fortran 90 compilers — is, and will continue
for a long time to be, the “mother tongue” of a large population of active scientists
engineers, and other users of numerical computation. This is not a user base t
we would willingly or knowingly abandon.

The solution was immediately clear: a two-volume edition of the Fortran
Numerical Recipes consisting of Volume 1 (this one, a corrected reprinting of the
previous one-volume edition), now retitl&merical Recipesin Fortran 77, and a
completely new Volume 2, titleumerical Recipesin Fortran90: TheArt of Parallel
Scientific Computing.  Volume 2 begins with three chapters (21, 22, and 23) that
extend the narrative of the first volume to the new subjects of Fortran 90 languag
features, parallel programming methodology, and the implementation of certain
useful utility functions in Fortran 90. Then, in exact correspondence with Volume
1's Chapters 1-20, are new chapters B1-B20, devoted principally to the listing an
explanation of new Fortran 90 routines. With a few exceptions, each Fortran 77
routine in Volume 1 has a corresponding new Fortran 90 version in Volume 2. (The
exceptions are a few new capabilities, notably in random number generation and i
multigrid PDE solvers, that are unique to Volume 2's Fortran 90.) Otherwise, there
is no duplication between the volumes. The detailed explanation of the algorithms;
in this Volume 1 is intended to apply to, and be essential for, both volumes.

In other words:You can usethisVolume 1 without having Volume 2, but you
can’t use Volume 2 without Volume 1. We think that there is much to be gained by
having and usingpoth volumes: Fortran 90’s parallel language constructions are not
only useful for present and future multiprocessor machines; they also allow for the»
elegant and concise formulation of many algorithms on ordinary single-processorg,
computers. We think that essentialif Fortran programmers will want gradually
to migrate into Fortran 90 and into a mode of “thinking parallel.” We have written
Volume 2 specifically to help with this important transition.

Volume 2’s discussion of parallel programming is focused on those issues of
direct relevance to the Fortran 90 programmer. Some more general aspects of parallel
programming, such as communication costs, synchronization of multiple processers,
etc., are touched on only briefly. We provide references to the extensive literature
on these more specialized topics.
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Xiv Plan of the Two-Volume Edition

A special note to C programmers: Right now, there is no effort at producing
a parallel version of C that is comparable to Fortran 90 in maturity, acceptance,
and stability. We think, therefore, that C programmers will be well served by
using Volume 2, either in conjuction with this Volume 1 or else in conjunction with
the sister voluméNumerical Recipesin C: The Art of Scientific Computing, for an
educational excursion into Fortran 90, its parallel programming constructions, and
the numerical algorithms that capitalize on them. C and C++ programming hav
not been far from our minds as we have written this two-volume version. We
think you will find that time spent in absorbing the principal lessons of Volume
2's Chapters 21-23 will be amply repaid in the future, as C and C++ eventually
develop standard parallel extensions.
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Preface to the Second Edition

Our aim in writing the original edition oNumerical Recipeswas to provide a
book that combined general discussion, analytical mathematics, algorithmics, and
actual working programs. The success of the first edition puts us now in a difficult,
though hardly unenviable, position. We wanted, then and now, to write a book 2
that is informal, fearlessly editorial, unesoteric, and above all useful. There is a
danger that, if we are not careful, we might produce a second edition that is weighty s
balanced, scholarly, and boring. %
It is a mixed blessing that we know more now than we did six years ago. Then, g
we were making educated guesses, based on existing literature and our own resear
about which numerical techniques were the most important and robust. Now, we hav
the benefit of direct feedback from a large reader community. Letters to our alter-egos
enterprise, Numerical Recipes Software, are in the thousands per year. (Bbadse,
telephone us.) Our post office box has become a magnet for letters pointing out
that we have omitted some particular technique, well known to be important in
particular field of science or engineering. We value such letters, and digest the
carefully, especially when they point us to specific references in the literature.
The inevitable result of this input is that this Second EditionNoifmerical
Recipes is substantially larger than its predecessor, in fact about 50% larger both in
words and number of included programs (the latter now numbering well over 300).
“Don’t let the book grow in size,” is the advice that we received from several wise
colleagues. We have tried to follow the intended spirit of that advice, even as wes
violate the letter of it. We have not lengthened, or increased in difficulty, the book’s &
principal discussions of mainstream topics. Many new topics are presented at thi
same accessible level. Some topics, both from the earlier edition and new to thi
one, are now set in smaller type that labels them as being “advanced.” The read
who ignores such advanced sections completely will not, we think, find any lack of
continuity in the shorter volume that results.
Here are some highlights of the new material in this Second Edition:
e a new chapter on integral equations and inverse methods
a detailed treatment of multigrid methods for solving elliptic partial
differential equations
routines for band diagonal linear systems
improved routines for linear algebra on sparse matrices
Cholesky and QR decomposition
orthogonal polynomials and Gaussian quadratures for arbitrary weight
functions
methods for calculating numerical derivatives
e Pack approximants, and rational Chebyshev approximation
e Bessel functions, and modified Bessel functions, of fractional order; and
several other new special functions

e improved random number routines

e quasi-random sequences

e routines for adaptive and recursive Monte Carlo integration in high-
dimensional spaces

¢ globally convergent methods for sets of nonlinear equations
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XVi Preface to the Second Edition

simulated annealing minimization for continuous control spaces

fast Fourier transform (FFT) for real data in two and three dimensions
fast Fourier transform (FFT) using external storage

improved fast cosine transform routines

wavelet transforms

Fourier integrals with upper and lower limits

spectral analysis on unevenly sampled data

Savitzky-Golay smoothing filters

fitting straight line data with errors in both coordinates

a two-dimensional Kolmogorov-Smirnoff test

the statistical bootstrap method

embedded Runge-Kutta-Fehlberg methods for differential equations
high-order methods for stiff differential equations

a new chapter on “less-numerical” algorithms, including Huffman and
arithmetic coding, arbitrary precision arithmetic, and several other topics.
Consult the Preface to the First Edition, following, or the Table of Contents, for a
list of the more “basic” subjects treated.
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It is not possible for us to list by name here all the readers who have madeg
useful suggestions; we are grateful for these. In the text, we attempt to give specifi€
attribution for ideas that appear to be original, and not known in the literature. We S
apologize in advance for any omissions.

Some readers and colleagues have been particularly generous in providin
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We especially want to thank George Rybicki, Philip Pinto, Peter Lepage, Roberte
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Lewis, Peter Weinberger, David Syer, Richard Ferch, Steven Ebstein, and Willia
Gould. We have been helped by Nancy Lee Snyder's mastery of a complicate
TeX manuscript. We express appreciation to our editors Lauren Cowles and Alang
Harvey at Cambridge University Press, and to our production editor Russell Hahn.
We remain, of course, grateful to the individuals acknowledged in the Preface to
the First Edition.

Special acknowledgment is due to programming consultant Seth Finkelstein
who influenced many of the routines in this book, and wrote or rewrote many more
routines in itsC-language twin and the companion Example books. Our project has
benefited enormously from Seth’s talent for detecting, and following the trail of,
even very slight anomalies (often compiler bugs, but occasionally our errors), an
from his good programming sense.

We prepared this book for publication on DEC and Sun workstations run-
ning the UNIX operating system, and on a 486/33 PC compatible running
MS-DOS 5.0/Windows 3.0. (Se#l.0 for a list of additional computers used in
program tests.) We enthusiastically recommend the principal software used: GNU
Emacs, EX, Perl, Adobe lllustrator, and PostScript. Also used were a variety
of FORTRAN compilers — too numerous (and sometimes too buggy) for individual
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Preface to the Second Edition XVii

acknowledgment. It is a sobering fact that our standard test suite (exercising all the
routines in this book) has uncovered compiler bugs in a large majority of the compil-
ers tried. When possible, we work with developers to see that such bugs get fixed,;
we encourage interested compiler developers to contact us about such arrangements.

WHP and SAT acknowledge the continued support of the U.S. National Science
Foundation for their research on computational methods. D.A.R.P.A. support is
acknowledged fo§13.10 on wavelets.
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Preface to the First Edition

We call this booNumerical Recipesfor several reasons. In one sense, this book
is indeed a “cookbook” on numerical computation. However there is an important

Z3
distinction between a cookbook and a restaurant menu. The latter presents choicéss
among complete dishes in each of which the individual flavors are blended andg
disguised. The former — and this book — reveals the individual ingredients and 5
explains how they are prepared and combined. %
Another purpose of the title is to connote an eclectic mixture of presentational o
techniques. This book is unique, we think, in offering, for each topic considered, &
a certain amount of general discussion, a certain amount of analytical mathematicsy

a certain amount of discussion of algorithmics, and (most important) actual imple- <
mentations of these ideas in the form of working computer routines. Our task has;
been to find the right balance among these ingredients for each topic. You WI||
find that for some topics we have tilted quite far to the analytic side; this where we
have felt there to be gaps in the “standard” mathematical training. For other topics
where the mathematical prerequisites are universally held, we have tilted toward
more in-depth discussion of the nature of the computational algorithms, or towardsz
practical questions of implementation.

We admit, therefore, to some unevenness in the “level” of this book. About half £
of it is suitable for an advanced undergraduate course on numerical computation fof?
science or engineering majors. The other half ranges from the level of a graduatg
course to that of a professional reference. Most cookbooks have, after all, recipes &
varying levels of complexity. An attractive feature of this approach, we think, is that 2=
the reader can use the book at increasing levels of sophistication as his/her experienéeg
grows. Eveninexperienced readers should be able to use our most advanced routingﬁ
as black boxes. Having done so, we hope that these readers will subsequently ga z
back and learn what secrets are inside.

If there is a single dominant theme in this book, it is that practical methods
of numerical computation can be simultaneously efficient, clever, and — importan
— clear. The alternative viewpoint, that efficient computational methods mus
necessarily be so arcane and complex as to be useful only in “black box” form,:
we firmly reject.

Our purpose in this book is thus to open up a large number of computationalz
black boxes to your scrutiny. We want to teach you to take apart these black boxe
and to put them back together again, modifying them to suit your specific needs.
We assume that you are mathematically literate, i.e., that you have the norma
mathematical preparation associated with an undergraduate degree in a physical
science, or engineering, or economics, or a quantitative social science. We assu
that you know how to program a computer. We do not assume that you have any
prior formal knowledge of numerical analysis or numerical methods.

The scope ofNumerical Recipes is supposed to be “everything up to, but
not including, partial differential equations.” We honor this in the breach: First,
we do have one introductory chapter on methods for partial differential equations
(Chapter 19). Second, we obviously cannot incledieything else. All the so-called
“standard” topics of a numerical analysis course have been included in this book:
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Preface to the First Edition XiX

linear equations (Chapter 2), interpolation and extrapolation (Chaper 3), integration
(Chaper 4), nonlinear root-finding (Chapter 9), eigensystems (Chapter 11), and
ordinary differential equations (Chapter 16). Most of these topics have been taken
beyond their standard treatments into some advanced material which we have felt
to be particularly important or useful.

Some other subjects that we cover in detail are not usually found in the standard
numerical analysis texts. These include the evaluation of functions and of particulag
special functions of higher mathematics (Chapters 5 and 6); random numbers an
Monte Carlo methods (Chapter 7); sorting (Chapter 8); optimization, including :
multidimensional methods (Chapter 10); Fourier transform methods, including FFT:
methods and other spectral methods (Chapters 12 and 13); two chapters on t
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statistical description and modeling of data (Chapters 14 and 15); and two-pointg 3
boundary value problems, both shooting and relaxation methods (Chapter 17). -
The programs in this book are included in ANSI-stand@RITRAN-77. Versions §

of the book inC, Pascal, andBASIC are available separately. We have more to  §
say about th&'ORTRAN language, and the computational environment assumed by 3
our routines, ing1.1 (Introduction). §
P
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License Information

dny

Read this section if you want to use the programs in this book on a computer
You'll need to read the following Disclaimer of Warranty, get the programs onto your g
computer, and acquire a Numerical Recipes software license. (Without this licenseg
which can be the free “immediate license” under terms described below, the book is3
intended as a text and reference book, for reading purposes only.)

//

Disclaimer of Warranty

We make no warranties, express or implied, that the programs contained
in thisvolume arefree of error, or are consistent with any particular standard
of merchantability, or that they will meet your requirementsfor any particular
application. They should not berelied on for solving a problem whoseincorrect
solution could result in injury to a person or loss of property. If you do use the
programsin such a manner, it is at your own risk. The authors and publisher
disclaim all liability for direct or consequential damages resulting from your
use of the programs.

How to Get the Code onto Your Computer

Pick one of the following methods:

e You can type the programs from this book directly into your computer. In
this case, thenly kind of license available to you is the free “immediate
license” (see below). You are not authorized to transfer or distribute a
machine-readable copy to any other person, nor to have any other person
type the programs into a computer on your behalf. We do not want to hear
bug reports from you if you choose this option, because experience has
shown thawirtually all reported bugs in such cases are typing errors!
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e You can download the Numerical Recipes programs electronically from
the Numerical Recipes On-Line Software Store, located at our Web site
(http://www.nr.com). They are packaged as a password-protected
file, and you'll need to purchase a license to unpack them. You can
get a single-screen license and password immediately, on-line, from the
On-Line Store, with fees ranging froffb0 (PC, Macintosh, educational
institutions’ UNIX) to $140 (general UNIX). Downloading the packaged
software from the On-Line Store is also the way to start if you want to
acquire a more general (multiscreen, site, or corporate) license.
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License Information XXi

e You can purchase media containing the programs from Cambridge Uni-
versity Press. Diskette versions are available in IBM-compatible format
for machines running Windows 3.1, 95, or NT. CDROM versions in ISO-
9660 format for PC, Macintosh, and UNIX systems are also available;
these include both Fortran and C versions (as well as versions in Pascal
and BASIC from the first edition) on a single CDROM. Diskettes pur-
chased from Cambridge University Press include a single-screen license
for PC or Macintosh only. The CDROM is available with a single-
screen license for PC or Macintosh (order ISBN 0 521 576083), or (at a
slightly higher price) with a single-screen license for UNIX workstations
(order ISBN 0 521 576075). Orders for media from Cambridge Univer-
sity Press can be placed at 800 872-7423 (North America only) or by
email to orders@cup.org (North America) or trade@cup.cam.ac.uk (rest
of world). Or, visit the Web sitettp: //www. cup. org (North America)
or http://www.cup.cam.ac.uk (rest of world).

Types of License Offered

{?UON) €2/-2/8-008-T |[ed 10 WOd"Ju mmmy//:dny
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Here are the types of licenses that we offer. Note that some types ar
automatically acquired with the purchase of media from Cambridge University
Press, or of an unlocking password from the Numerical Recipes On-Line Software:
Store, while other types of licenses require that you communicate specifically with
Numerical Recipes Software (email: orders@nr.com or fax: 781 863-1739). Our
Web sitehttp://www.nr.com has additional information.

4
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¢ [“Immediate License”] If you are the individual owner of a copy of this
book and you type one or more of its routines into your computer, we
authorize you to use them on that computer for your own personal and
noncommercial purposes. You are not authorized to transfer or distribute
machine-readable copies to any other person, or to use the routines on
more than one machine, or to distribute executable programs containing
our routines. This is the only free license.

e [“Single-Screen License”] This is the most common type of low-cost
license, with terms governed by our Single Screen (Shrinkwrap) License
document (complete terms available through our Web site). Basically, this
license lets you use Numerical Recipes routines on any one screen (PC,
workstation, X-terminal, etc.). You may also, under this license, transfer
pre-compiled, executable programs incorporating our routines to other,
unlicensed, screens or computers, providing that (i) your application is
noncommercial (i.e., does not involve the selling of your program for a
fee), (ii) the programs were first developed, compiled, and successfully
run on a licensed screen, and (iii) our routines are bound into the programs
in such a manner that they cannot be accessed as individual routines and
cannot practicably be unbound and used in other programs. That is, under
this license, your program user must not be able to use our programs as
part of a program library or “mix-and-match” workbench. Conditions for
other types of commercial or noncommercial distribution may be found
on our Web site{ttp://www.nr.com).
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XXii License Information

e [“Multi-Screen, Server, Site, and Corporate Licenses”] The terms of
the Single Screen License can be extended to designated groups of
machines, defined by number of screens, number of machines, locations,
or ownership. Significant discounts from the corresponding single-screen
prices are available when the estimated number of screens exceeds 40.
Contact Numerical Recipes Software (email: orders@nr.com or fax: 781
863-1739) for details.

e [“Course Right-to-Copy License”] Instructors at accredited educational
institutions who have adopted this book for a course, and who have already
purchased a Single Screen License (either acquired with the purchase
of media, or from the Numerical Recipes On-Line Software Store), may
license the programs for use in that course as follows: Mail your name, title,
and address; the course name, number, dates, and estimated enrollment;
and advance payment 86 per (estimated) student to Numerical Recipes
Software, at this address: P.O. Box 243, Cambridge, MA 02238 (USA).
You will receive by return mail a license authorizing you to make copies
of the programs for use by your students, and/or to transfer the programs
to a machine accessible to your students (but only for the duration of
the course).

About Copyrights on Computer Programs

Like artistic or literary compositions, computer programs are protected by
copyright. Generally it is an infringement for you to copy into your computer a
program from a copyrighted source. (It is also not a friendly thing to do, since it 3
deprives the program’s author of compensation for his or her creative effort.) Under®
copyright law, all “derivative works” (modified versions, or translations into another
computer language) also come under the same copyright as the original work.

Copyright does not protect ideas, but only the expression of those ideas inz
a particular form. In the case of a computer program, the ideas consist of the3
program’s methodology and algorithm, including the necessary sequence of step®
adopted by the programmer. The expression of those ideas is the program sour
code (particularly any arbitrary or stylistic choices embodied in it), its derived object
code, and any other derivative works.

If you analyze the ideas contained in a program, and then express thos
ideas in your own completely different implementation, then that new progra
implementation belongs to you. That is what we have done for those programs
this book that are not entirely of our own devising. When programs in this book ar
said to be “based” on programs published in copyright sources, we mean that t
ideas are the same. The expression of these ideas as source code is our own.
believe that no material in this book infringes on an existing copyright.
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Trademarks

Several registered trademarks appear within the text of this book: Sun is a
trademark of Sun Microsystems, Inc. SPARC and SPARCstation are trademarks
of SPARC International, Inc. Microsoft, Windows 95, Windows NT, PowerStation,
and MS are trademarks of Microsoft Corporation. DEC, VMS, Alpha AXP, and
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License Information XXiii

ULTRIX are trademarks of Digital Equipment Corporation. IBM is a trademark of
International Business Machines Corporation. Apple and Macintosh are trademarks
of Apple Computer, Inc. UNIX is a trademark licensed exclusively through X/Open
Co. Ltd. IMSL is a trademark of Visual Numerics, Inc. NAG refers to proprietary
computer software of Numerical Algorithms Group (USA) Inc. PostScript and
Adobe lllustrator are trademarks of Adobe Systems Incorporated. Last, and no doubt
least, Numerical Recipes (when identifying products) is a trademark of Numerical
Recipes Software.
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Attributions

The fact that ideas are legally “free as air” in no way supersedes the ethical
requirement that ideas be credited to their known originators. When programs in
this book are based on known sources, whether copyrighted or in the public domain
published or “handed-down,” we have attempted to give proper attribution. Unfor-
tunately, the lineage of many programs in common circulation is often unclear. We
would be grateful to readers for new or corrected information regarding attributions,
which we will attempt to incorporate in subsequent printings.
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1.0
11
11
11

21

2.3
2.3
24
24
24
24
25
26
26
26
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.8
2.8
29
29
2.10
2.10
2.10
2.10
2.10

3.1
3.2
3.3
3.3
3.4

Computer Programs

by Chapter and Section

flmoon
julday
badluk
caldat

gaussj

ludcmp
lubksb
tridag
banmul
bandec
banbks
mprove
svbksb
svdcmp
pythag
cyclic
sprsin
sprsax
sprstx
sprstp
sprspm
sprstm
linbcg
snrm
atimes
asolve
vander
toeplz
choldc
cholsl
qrdcmp
qrsolv
rsolv
qrupdt
rotate

polint
ratint
spline
splint
locate

calculate phases of the moon by date

Julian Day number from calendar date
Friday the 13th when the moon is full
calendar date from Julian day number

Gauss-Jordan matrix inversion and linear equation

solution

linear equation solution, LU decomposition
linear equation solution, backsubstitution
solution of tridiagonal systems

multiply vector by band diagonal matrix
band diagonal systems, decomposition
band diagonal systems, backsubstitution
linear equation solution, iterative improvement
singular value backsubstitution

singular value decomposition of a matrix
calculate (a? + b?)'/? without overflow
solution of cyclic tridiagona systems
convert matrix to sparse format

product of sparse matrix and vector
product of transpose sparse matrix and vector
transpose of sparse matrix

pattern multiply two sparse matrices
threshold multiply two sparse matrices
biconjugate gradient solution of sparse systems
used by 1linbcg for vector norm

used by Linbcg for sparse multiplication
used by 1inbcg for preconditioner

solve Vandermonde systems

solve Toeplitz systems

Cholesky decomposition

Cholesky backsubstitution

QR decomposition

QR backsubstitution

right triangular backsubstitution

update a QR decomposition

Jacabi rotation used by qrupdt

polynomial interpolation

rational function interpolation
construct a cubic spline

cubic spline interpolation

search an ordered table by bisection

XXiV
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Computer Programs by Chapter and Section

XXV

34
35
35
3.6
3.6
3.6
3.6
3.6

4.2
4.2
4.2
4.3
4.4
4.4
4.4
4.4
4.4
4.4
4.5
45
4.5
4.5
4.5
45
45
4.6

51
53
53
53
5.7
58
5.8
59
59
5.10
5.10
511
512
513

6.1
6.1
6.1
6.1

hunt

polcoe
polcof
polin2
bcucof
bcuint
splie2
splin2

trapzd
qtrap

qsimp

qromb

midpnt
gromo

midinf
midsql
midsqu
midexp
ggaus

gauleg
gaulag
gauher
gaujac
gaucof
orthog
quad3d

eulsum
ddpoly
poldiv
ratval
dfridr
chebft
chebev
chder
chint
chebpc
pcshft
pccheb
pade
ratlsq

gammln
factrl
bico

factln

search a table when calls are correlated
polynomial coefficients from table of values
polynomial coefficients from table of values
two-dimensional polynomial interpolation
construct two-dimensional bicubic
two-dimensional bicubic interpolation
construct two-dimensional spline
two-dimensional spline interpolation

trapezoidal rule

integrate using trapezoidal rule

integrate using Simpson’s rule

integrate using Romberg adaptive method

extended midpoint rule

integrate using open Romberg adaptive method
integrate a function on a semi-infinite interval
integrate a function with lower square-root singularity
integrate a function with upper square-root singularity
integrate a function that decreases exponentially
integrate a function by Gaussian quadratures
Gauss-Legendre weights and abscissas
Gauss-Laguerre weights and abscissas
Gauss-Hermite weights and abscissas

Gauss-Jacobi weights and abscissas

quadrature weights from orthogonal polynomials
construct nonclassical orthogona polynomials
integrate a function over a three-dimensional space

sum a series by Euler—van Wijngaarden algorithm
evaluate a polynomial and its derivatives

divide one polynomial by another

evaluate a rational function

numerical derivative by Ridders method

fit a Chebyshev polynomial to a function
Chebyshev polynomial evaluation

derivative of afunction already Chebyshev fitted
integrate a function already Chebyshev fitted
polynomial coefficients from a Chebyshev fit
polynomial coefficients of a shifted polynomial
inverse of chebpc; use to economize power series
Padé approximant from power series coefficients
rational fit by least-squares method

logarithm of gamma function
factoria function

binomial coefficients function
logarithm of factorial function
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XXVi Computer Programs by Chapter and Section
6.1 beta beta function
6.2 gammp incomplete gamma function
6.2 gammq complement of incomplete gamma function
6.2 gser series used by gammp and gammq
6.2 gct continued fraction used by gammp and gammq
6.2 erf error function
6.2 erfc complementary error function
6.2 erfcc complementary error function, concise routine
6.3 expint exponentia integral F,,
6.3 ei exponential integral Ei
6.4 betai incomplete beta function
6.4 betacf continued fraction used by betai
6.5 bessjo Bessel function Jy
6.5 bessy0 Bessel function Yy
6.5 bessjl Bessel function J;
6.5 bessyl Bessel function Y3
6.5 bessy Bessel function Y of general integer order
6.5 bessj Bessel function J of general integer order
6.6 bessi0 modified Bessel function I
6.6 besskO0 modified Bessel function K
6.6 bessil modified Bessel function I
6.6 besskl modified Bessel function K;
6.6 bessk modified Bessel function K of integer order
6.6 bessi modified Bessel function I of integer order
6.7 bessjy Bessel functions of fractional order
6.7 beschb Chebyshev expansion used by bessjy
6.7 bessik modified Bessel functions of fractional order
6.7 airy Airy functions
6.7 sphbes spherical Bessal functions j,, and y,,
6.8 plgndr Legendre polynomials, associated (spherical harmonics)
6.9 frenel Fresnel integrals S(z) and C(z)
6.9 cisi cosine and sine integrals Ci and Si
6.10 dawson Dawson’s integral
6.11 rf Carlson’'s dliptic integral of the first kind
6.11 rd Carlson’'s elliptic integral of the second kind
6.11 rj Carlson’'s dliptic integral of the third kind
6.11 rc Carlson’s degenerate elliptic integral
6.11 ellf Legendre elliptic integral of the first kind
6.11 elle Legendre elliptic integral of the second kind
6.11 ellpi Legendre elliptic integral of the third kind
6.11 sncndn Jacobian elliptic functions
6.12 hypgeo complex hypergeometric function
6.12 hypser complex hypergeometric function, series evaluation
6.12 hypdrv complex hypergeometric function, derivative of
7.1 ran0 random deviate by Park and Miller minimal standard
7.1 ranl random deviate, minimal standard plus shuffle
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Computer Programs by Chapter and Section XXVii

7.1
7.1
7.2
7.2
7.3
7.3
7.3
74
74
7.5
7.5
7.7
7.8
7.8
7.8
7.8

8.1
8.1
8.1
8.2
8.2
8.3
8.4
8.4
8.4
8.5
8.5
8.5
8.6
8.6

9.0
9.1
9.1
9.1
9.2
9.2
9.2
9.3
9.4
9.4
9.5
9.5

9.5
9.5

ran2
ran3
expdev
gasdev
gamdev
poidev
bnldev
irbitl
irbit2
psdes
ran4
sobseq
vegas
rebin
miser
ranpt

piksrt
piksr2
shell
sort
sort2
hpsort
indexx
sort3
rank
select
selip
hpsel
eclass
eclazz

scrsho
zbrac
zbrak
rtbis
rtflsp
rtsec
zriddr
zbrent
rtnewt
rtsafe
laguer
zroots

zrhqr
qroot

random deviate by L’ Ecuyer long period plus shuffle
random deviate by Knuth subtractive method
exponential random deviates

normally distributed random deviates

gamma-law distribution random deviates

Poisson distributed random deviates

binomial distributed random deviates

random bit sequence

random bit sequence

“pseudo-DES’ hashing of 64 bits

random deviates from DES-like hashing

Sobol’s quasi-random sequence

adaptive multidimensional Monte Carlo integration
sample rebinning used by vegas

recursive multidimensional Monte Carlo integration
get random point, used by miser

sort an array by straight insertion

sort two arrays by straight insertion

sort an array by Shell’s method

sort an array by quicksort method

sort two arrays by quicksort method

sort an array by heapsort method

construct an index for an array

sort, use an index to sort 3 or more arrays
construct a rank table for an array

find the Nth largest in an array

find the NVth largest, without atering an array
find M largest values, without atering an array
determine equivalence classes from list
determine equival ence classes from procedure

graph a function to search for roots

outward search for brackets on roots

inward search for brackets on roots

find root of a function by bisection

find root of a function by false-position

find root of afunction by secant method

find root of afunction by Ridders method

find root of afunction by Brent's method

find root of afunction by Newton-Raphson

find root of a function by Newton-Raphson and bisection
find aroot of a polynomial by Laguerre’s method
roots of a polynomial by Laguerre’s method with
deflation

roots of a polynomial by eigenvalue methods
complex or double root of a polynomial, Bairstow
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XXViii Computer Programs by Chapter and Section
9.6 mnewt Newton’'s method for systems of equations
9.7 lnsrch search along a line, used by newt
9.7 newt globally convergent multi-dimensional Newton’'s method
9.7 fdjac finite-difference Jacobian, used by newt
9.7 fmin norm of a vector function, used by newt
9.7 broydn secant method for systems of equations
10.1 mnbrak bracket the minimum of a function
10.1 golden find minimum of a function by golden section search
10.2 brent find minimum of afunction by Brent's method
10.3 dbrent find minimum of a function using derivative information
104 amoeba minimizein N-dimensions by downhill simplex method
104 amotry evaluate atria point, used by amoeba
105 powell minimize in N-dimensions by Powell’s method
105 linmin minimum of afunction along aray in N-dimensions
105 f1dim function used by 1inmin
10.6 frprmn minimizein N-dimensions by conjugate gradient
10.6 dfi1dim alternative function used by 1inmin
10.7 dfpmin minimize in N-dimensions by variable metric method
10.8 simplx linear programming maximization of alinear function
10.8 simpl linear programming, used by simplx
10.8 simp2 linear programming, used by simplx
10.8 simp3 linear programming, used by simplx
10.9 anneal traveling salesman problem by simulated annealing
10.9 revcst cost of areversal, used by anneal
10.9 revers do areversal, used by anneal
10.9 trncst cost of a transposition, used by anneal
10.9 trnspt do atransposition, used by anneal
10.9 metrop Metropolis agorithm, used by anneal
10.9 amebsa simulated annealing in continuous spaces
10.9 amotsa evaluate atria point, used by amebsa
111 jacobi eigenvalues and eigenvectors of a symmetric matrix
111 eigsrt eigenvectors, sortsinto order by eigenvalue
11.2 tred2 Householder reduction of areal, symmetric matrix
11.3 tqli eigensolution of a symmetric tridiagonal matrix
115 balanc balance a nonsymmetric matrix
115 elmhes reduce a general matrix to Hessenberg form
11.6 hqr eigenvalues of a Hessenberg matrix
122 fourl fast Fourier transform (FFT) in one dimension
12.3 twofft fast Fourier transform of two real functions
123 realft fast Fourier transform of a single real function
12.3 sinft fast sine transform
12.3 cosftl fast cosine transform with endpoints
123 cosft2 “staggered” fast cosine transform
124 fourn fast Fourier transform in multidimensions
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Computer Programs by Chapter and Section

XXiX

125
12.6
12.6

131
13.2
134
136
136
13.6
13.7
138
138
138
139
139
13.10
13.10
13.10
13.10
13.10

141
14.2
14.2
14.2
14.2
14.2
14.3
14.3
14.3
14.3
14.3
144
14.4
145
14.6
14.6
14.6
14.6
14.7
14.7
14.7
14.7
14.8

15.2

rlft3
fourfs
fourew

convlv
correl
spctrm
memcof
fixrts
predic
evlimem
period
fasper
spread
dftcor
dftint
wtl
daub4
pwtset
pwt
wtn

moment
ttest

avevar
tutest
tptest
ftest

chsone
chstwo
ksone

kstwo

probks
cntabl
cntab?2
pearsn
spear

crank

kendl1
kendl2
ks2dis
quadct
quadvl
ks2d2s
savgol

fit

FFT of real datain two or three dimensions
FFT for huge data sets on external media
rewind and permute files, used by fourfs

convolution or deconvolution of data using FFT
correlation or autocorrelation of datausing FFT
power spectrum estimation using FFT

evaluate maximum entropy (MEM) coefficients
reflect roots of a polynomial into unit circle

linear prediction using MEM coefficients

power spectral estimation from MEM coefficients
power spectrum of unevenly sampled data

power spectrum of unevenly sampled larger data sets
extirpolate value into array, used by fasper
compute endpoint corrections for Fourier integrals
high-accuracy Fourier integrals

one-dimensional discrete wavelet transform
Daubechies 4-coefficient wavelet filter

initialize coefficients for pwt

partial wavelet transform

multidimensional discrete wavelet transform

calculate moments of a data set

Student’s ¢-test for difference of means

calculate mean and variance of a data set

Student’s t-test for means, case of unequal variances
Student’s ¢-test for means, case of paired data
F-test for difference of variances

chi-square test for difference between data and model
chi-square test for difference between two data sets
Kolmogorov-Smirnov test of data against model
Kolmogorov-Smirnov test between two data sets
Kolmogorov-Smirnov probability function
contingency table analysis using chi-square
contingency table analysis using entropy measure
Pearson’s correlation between two data sets
Spearman’s rank correlation between two data sets
replaces array elements by their rank

correlation between two data sets, Kendall’s tau
contingency table analysis using Kendall’s tau
K-S test in two dimensions, data vs. model

count points by quadrants, used by ks2d1s
quadrant probabilities, used by ks2d1s

K-S test in two dimensions, data vs. data
Savitzky-Golay smoothing coefficients

least-squares fit data to a straight line
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XXX Computer Programs by Chapter and Section

15.3 fitexy fit datato a straight line, errorsin both = and y

15.3 chixy used by fitexy to calculate a x?

154 1fit genera linear least-squares fit by normal equations
154 covsrt rearrange covariance matrix, used by 1fit

154 svdfit linear least-squares fit by singular value decomposition
154 svdvar variances from singular value decomposition

154 fpoly fit a polynomial using 1fit or svdfit

154 fleg fit a Legendre polynomial using 1fit or svdfit
155 mrqmin nonlinear least-squares fit, Marquardt’s method

155 mrqcof used by mrqmin to evaluate coefficients

155 fgauss fit a sum of Gaussians using mrqmin

15.7 medfit fit datato a straight line robustly, least absolute deviation
15.7 rofunc fit data robustly, used by medfit

16.1 k4 integrate one step of ODEs, fourth-order Runge-Kutta
16.1 rkdumb integrate ODEs by fourth-order Runge-Kutta

16.2 rkgs integrate one step of ODEs with accuracy monitoring
16.2 rkck Cash-Karp-Runge-Kutta step used by rkqs

16.2 odeint integrate ODESs with accuracy monitoring

16.3 mmid integrate ODEs by modified midpoint method

16.4 bsstep integrate ODES, Bulirsch-Stoer step

16.4 pzextr polynomial extrapolation, used by bsstep

16.4 rzextr rational function extrapolation, used by bsstep

16.5 stoerm integrate conservative second-order ODEs

16.6 stiff integrate stiff ODESs by fourth-order Rosenbrock
16.6 jacobn sample Jacobian routine for stiff

16.6 derivs sample derivatives routine for stiff

16.6 simpr integrate stiff ODES by semi-implicit midpoint rule
16.6 stifbs integrate stiff ODESs, Bulirsch-Stoer step

171 shoot solve two point boundary value problem by shooting
17.2 shootf ditto, by shooting to a fitting point

17.3 solvde two point boundary value problem, solve by relaxation
17.3 bksub backsubstitution, used by solvde

17.3 pinvs diagonalize a sub-block, used by solvde

17.3 red reduce columns of a matrix, used by solvde

174 sfroid spheroidal functions by method of solvde

174 difeq spheroidal matrix coefficients, used by sfroid

174 sphoot spheroidal functions by method of shoot

17.4 sphfpt spheroidal functions by method of shootf

181 fred2 solve linear Fredholm equations of the second kind
18.1 fredin interpolate solutions obtained with fred2

18.2 voltra linear Volterra equations of the second kind

18.3 wwghts quadrature weights for an arbitrarily singular kernel
18.3 kermom sample routine for moments of a singular kernel

18.3 quadmx sample routine for a quadrature matrix
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example of solving a singular Fredholm equation

elliptic PDE solved by successive overrelaxation method
linear elliptic PDE solved by multigrid method
half-weighting restriction, used by mglin, mgfas
bilinear prolongation, used by mglin, mgfas
interpolate and add, used by mglin

solve on coarsest grid, used by mglin
Gauss-Seidel relaxation, used by mglin

calculate residual, used by mglin

utility used by mglin, mgfas

utility used by mglin

memory allocation utility used by mglin, mgfas
nonlinear elliptic PDE solved by multigrid method
Gauss-Seidel relaxation, used by mgfas

solve on coarsest grid, used by mgfas

applies nonlinear operator, used by mgfas

utility used by mgfas

utility used by mgfas

utility used by mgfas

diagnose computer’s floating arithmetic

Gray code and its inverse

cyclic redundancy checksum, used by icrc

cyclic redundancy checksum

decimal check digit calculation or verification
construct a Huffman code

append bits to a Huffman code, used by hufmak

use Huffman code to encode and compress a character
use Huffman code to decode and decompress a character
construct an arithmetic code

encode or decode a character using arithmetic coding
add integer to byte string, used by arcode

multiple precision arithmetic, simpler operations
multiple precision multiply, using FFT methods
multiple precision reciprocal

multiple precision divide and remainder

multiple precision square root

multiple precision conversion to decimal base
multiple precision example, compute many digits of =
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Chapter 1. Preliminaries

1.0 Introduction

This book, like its predecessor edition, is supposed to teach you methods of
numerical computing that are practical, efficient, and (insofar as possible) elegant.
We presume throughout this book that you, the reader, have particular tasks that you
want to get done. We view our job as educating you on how to proceed. Occasionally
we may try to reroute you briefly onto a particularly beautiful side road; but by and
large, we will guide you along main highways that lead to practical destinations.

Throughout this book, you will find us fearlessly editorializing, telling you
what you should and shouldn’t do. This prescriptive tone results from a conscious
decision on our part, and we hope that you will not find it irritating. We do not
claim that our advice is infalible! Rather, we are reacting against a tendency, in
the textbook literature of computation, to discuss every possible method that has
ever been invented, without ever offering a practical judgment on relative merit. We
do, therefore, offer you our practical judgments whenever we can. As you gain
experience, you will form your own opinion of how reliable our adviceis.

We presume that you are able to read computer programs in FORTRAN, that
being the language of this version of Numerical Recipes (Second Edition). The
book Numerical Recipesin C (Second Edition) is separately available, if you prefer
to program in that language. Earlier editions of Numerical Recipesin Pascal and
Numerical Recipes Routines and Examples in BASC are also available; while not
containing the additional material of the Second Edition versionsin C and FORTRAN,
these versions are perfectly serviceable if Pascal or BASIC is your language of
choice.

When we include programs in the text, they look like this:

SUBROUTINE flmoon(n,nph,jd,frac)

INTEGER jd,n,nph

REAL frac,RAD

PARAMETER (RAD=3.14159265/180.)
Our programs begin with an introductory comment summarizing their purpose and explain-
ing their calling sequence. This routine calculates the phases of the moon. Given an integer
n and a code nph for the phase desired (nph = 0 for new moon, 1 for first quarter, 2 for
full, 3 for last quarter), the routine returns the Julian Day Number jd, and the fractional
part of a day frac to be added to it, of the nth such phase since January, 1900. Greenwich
Mean Time is assumed.

INTEGER i

REAL am,as,c,t,t2,xtra

c=n+nph/4. This is how we comment an individual line.

t=c/1236.85

t2=t**2
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Chapter 1.  Preliminaries

as=359.
am=306.
jd=2415
xtra=0.
if (nph.
Xtr
else if
Xtr
else
pau
endif

2242+29.105356%c You aren't really intended to understand this al-
0253+385.816918*c+0.010730%t2 gorithm, but it does work

020+28*n+7*nph

75933+1.53058868*c+(1.178e-4-1.55e-7*t) *t2

eq.0.or.nph.eq.2)then
a=xtra+(0.1734-3.93e-4*t)*sin(RAD*as)-0.4068+*sin (RAD*am)
(nph.eq.1.or.nph.eq.3)then
a=xtra+(0.1721-4.e-4*t)*sin(RAD*as)-0.6280*sin (RAD*am)

se ’nph is unknown in flmoon’  This is how we will indicate error conditions.

if (xtra.ge.0.)then
i=int(xtra)

else

i=int(xtra-1.)

endif
jd=jd+i
frac=xt
return
END

A few remarks about our typographical conventions and programming style

are in
[ ]

ra-i

order at this point:

It is good programming practice to declare all variables and identifiersin
explicit “type” statements (REAL, INTEGER, etc.), even though the implicit
declaration rules of FORTRAN do not require this. We will aways do
s0. (As an aside to non-FORTRAN programmers, the implicit declaration
rules are that variables which begin with the letters i,j,k,1,m,n are
implicitly declared to be type INTEGER, while al other variables are
implicitly declared to be type REAL. Explicit declarations override these
conventions.)

In sympathy with modular and object-oriented programming practice,
we separate, typographically, a routine’'s “public” or “interface” section
from its “private” or “implementation” section. We do this even though
FORTRAN is by no means a modular or object-oriented language: the
separation makes sense simply as good programming style.

The public section contains the calling interface and declarations of its
variables. We find it useful to consider PARAMETER statements, and their
associated declarations, as also being in the public section, since a user
may want to modify parameter valuesto suit a particular purpose. COMMON
blocks are likewise usually part of the public section, since they involve
communication between routines.

As the last entry in the public section, we will, where applicable, put a
standardized comment line with the word USES (not aFORTRAN keyword),
followed by alist of al external subroutines and functions that the routine
references, excluding built-in FORTRAN functions. (For examples, see the
routines in §6.1.)

An introductory comment, set in type as an indented paragraph, separates
the public section from the private or implementation section.

Within theintroductory comments, aswell asin thetext, wewill frequently
use the notation a(1:m) to mean “the array elements a(1), a(2), ...,
a(m)” Likewise, notations like b(2:7) or c(1:m,1:n) are to be
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1.0 Introduction 3

interpreted as ranges of array indices. (Thisuse of colon to denote ranges
comes from FORTRAN-77's syntax for array declarators and character
substrings.)

e The implementation section contains the declarations of variablesthat are
used only internally in theroutine, any necessary SAVE statementsfor static
variables (variables that must be preserved between calls to the routine),
and of course the routine's actual executable code.

e Caseisnotsignificant in FORTRAN, so it can be used to promote readability.
Our convention is to use upper case for two different, nonconflicting,
purposes. First, nonexecutable compiler keywords are in upper case (e.g.,
SUBROUTINE, REAL, COMMON); second, parameter identifiers are in upper
case. The reason for capitalizing parameters is that, because their values
are liable to be modified, the user often needs to scan the implementation
section of code to see exactly how the parameters are used.

e For simplicity, we adopt the convention of handling all errors and excep-
tional cases by the pause statement. In general, we do not intend that you
continue program execution after a pause occurs, but FORTRAN allows you
to do so — if you want to see what kind of wrong answer or catastrophic
error results. In many applications, you will want to modify our programs
to do more sophisticated error handling, for example to return with an
error flag set, or call an error-handling routine.

e In the printed form of this book, we take some specia typographical
liberties regarding statement labels, and do ... continue constructions.
These are described in §1.1. Note that no such liberties are taken in the
machine-readable Numerical Recipes diskettes, where al routines are in
standard ANS| FORTRAN-77.

Computational Environment and Program Validation

Our godl is that the programs in this book be as portable as possible, across
different platforms (models of computer), across different operating systems, and
across different FORTRAN compilers. As surrogates for the large number of possible
combinations, we have tested all the programs in this book on the combinations
of machines, operating systems, and compilers shown on the accompanying table.
More generally, the programs should run without modification on any compiler that
implements the ANSI FORTRAN-77 standard. At the time of writing, there are not
enough installed implementations of the successor FORTRAN-90 standard to justify
our using any of its more advanced features. Since FORTRAN-90 is backwards-
compatible with FORTRAN-77, there should be no difficulty in using the programsin
this book on FORTRAN-90 compilers, as they become available.

In validating the programs, we have taken the program source code directly
from the machine-readable form of the book’s manuscript, to decrease the chance of
propagating typographical errors. “Driver” or demonstration programs that we used
as part of our validations are available separately as the Numerical Recipes Example
Book (FORTRAN), as well as in machine-readable form. If you plan to use more
than a few of the programsin this book, or if you plan to use programsin this book
on more than one different computer, then you may find it useful to obtain a copy
of these demonstration programs.
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4 Chapter 1.  Preliminaries

Tested Machines and Compilers

Hardware O/S Version Compiler Version
IBM PC compatible 486/33 MS-DOS5.0 Microsoft Fortran 5.1
IBM RS6000 AIX 3.0 IBM AIX XL FORTRAN Compiler/6000
IBM PC-RT BSD UNIX 4.3 “UNIX Fortran 77"
DEC VAX 4000 VMS5.4 VAX Fortran 5.4
DEC VAXstation 2000 BSD UNIX 4.3 Berkeley f77 2.0 (4.3 bsd, SCCS lev. 6)

DECstation 5000/200 ULTRIX 4.2 DEC Fortran for ULTRIX RISC 3.1
DECsystem 5400 ULTRIX 4.1 MIPS{77 2.10

Sun SPARCstation 2 SunOS 4.1 Sun Fortran 1.4 (SC 1.0)

Apple Macintosh System 6.0.7/ MPW 3.2 Absoft Fortran 77 Compiler 3.1.2

Of course we would be foolish to claim that there are no bugs in our programs,
and we do not make such a claim. We have been very careful, and have benefitted
from the experience of the many readers who have written to us. If you find a new
bug, please document it and tell us!

Compatibility with the First Edition

If you are accustomed to the Numerical Recipesroutinesof the First Edition, rest
assured: amost al of them are still here, with the same names and functionalities,
often with major improvements in the code itself. In addition, we hope that you
will soon become equally familiar with the added capabilities of the more than 100
routines that are new to this edition.

We have retired a small number of First Edition routines, those that we believe
to be clearly dominated by better methods implemented in this edition. A table,
following, lists the retired routines and suggests replacements.

First Edition users should also be aware that some routines common to both
editions have aterationsin their calling interfaces, so are not directly “plug compat-
ible” A fairly completelist is: chsone, chstwo, covsrt, dfpmin, laguer, 1fit,
memcof, mrqcof, mrgmin, pzextr, ran4, realft, rzextr, shoot, shootf. There
may be others (depending in part on which printing of the First Edition is taken
for the comparison). If you have written software of any appreciable complexity
that is dependent on First Edition routines, we do not recommend blindly replacing
them by the corresponding routines in this book. We do recommend that any new
programming efforts use the new routines.

About References

You will find references, and suggestions for further reading, listed at the
end of most sections of this book. References are cited in the text by bracketed
numbers like this[1].

Because computer algorithms often circulate informally for quite some time
before appearing in a published form, the task of uncovering “primary literature”
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1.1 Program Organization and Control Structures 5

Previous Routines Omitted from This Edition
Name(s) Replacement(s) Comment
ADI mglin or mgfas better method
COSFT cosftl or cosft2 choice of boundary conditions
CEL, EL2 rf,rd, rj, rc better algorithms
DES, DESKS rand Now usespsdes  wastoo slow
MDIAN1,MDIAN2  select, selip more general
QCKSRT sort name change (SORT iS now hpsort)
RKQC rkgs better method
SMOOFT use convlv with coefficients from savgol
SPARSE linbcg more general

is sometimes quite difficult. We have not attempted this, and we do not pretend
to any degree of bibliographical completeness in this book. For topics where a
substantial secondary literature exists (discussion in textbooks, reviews, etc.) we
have conscioudly limited our references to a few of the more useful secondary
sources, especially those with good references to the primary literature. Where the
existing secondary literature is insufficient, we give references to a few primary
sources that are intended to serve as starting points for further reading, not as
complete bibliographies for the field.

Theorderinwhichreferencesarelisted is not necessarily significant. Itreflectsa
compromisebetween listing cited referencesintheorder cited, and listing suggestions
for further reading in aroughly prioritized order, with the most useful ones first.

The remaining two sections of this chapter review some basic concepts of
programming (control structures, etc.) and of numerical analysis (roundoff error,
etc.). Thereafter, we plunge into the substantive material of the book.

CITED REFERENCES AND FURTHER READING:

Meeus, J. 1982, Astronomical Formulae for Calculators, 2nd ed., revised and enlarged (Rich-
mond, VA: Willmann-Bell). [1]

1.1 Program Organization and Control
Structures

We sometimesliketo point out the close anal ogies between computer programs,
on the one hand, and written poetry or written musical scores, on the other. All
three present themselves as visual media, symbols on a two-dimensional page or
computer screen. Yet, in all three cases, the visual, two-dimensional, frozen-in-time
representation communicates (or is supposed to communicate) something rather
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etc.). Thereafter, we plunge into the substantive material of the book.

CITED REFERENCES AND FURTHER READING:

Meeus, J. 1982, Astronomical Formulae for Calculators, 2nd ed., revised and enlarged (Rich-
mond, VA: Willmann-Bell). [1]

1.1 Program Organization and Control
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We sometimesliketo point out the close anal ogies between computer programs,
on the one hand, and written poetry or written musical scores, on the other. All
three present themselves as visual media, symbols on a two-dimensional page or
computer screen. Yet, in all three cases, the visual, two-dimensional, frozen-in-time
representation communicates (or is supposed to communicate) something rather
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6 Chapter 1.  Preliminaries

different, namely a process that unfolds in time A poem is meant to be read; music,
played; a program, executed as a sequential series of computer instructions.

Inall three cases, the target of the communication, initsvisual form, isahuman
being. The goal is to transfer to him/her, as efficiently as can be accomplished,
the greatest degree of understanding, in advance, of how the process will unfold in
time. In poetry, this human target is the reader. In music, it is the performer. In
programming, it is the program user.

Now, you may object that the target of communication of a program is not
a human but a computer, that the program user is only an irrelevant intermediary,
a lackey who feeds the machine. This is perhaps the case in the situation where
the business executive pops a diskette into a desktop computer and feeds that
computer a black-box program in binary executable form. The computer, in this
case, doesn’'t much care whether that program was written with “good programming
practice’ or not.

We envision, however, that you, the readers of this book, are in quite adifferent
situation. You need, or want, to know not just whata program does, but also how
it doesiit, so that you can tinker with it and modify it to your particular application.
You need others to be able to see what you have done, so that they can criticize or
admire. In such cases, where the desired goal is maintainableor reusablecode, the
targets of a program’s communication are surely human, not machine.

One key to achieving good programming practice is to recognize that pro-
gramming, music, and poetry — al three being symbolic constructs of the human
brain — are naturally structured into hierarchies that have many different nested
levels. Sounds (phonemes) form small meaningful units (morphemes) which in turn
form words; words group into phrases, which group into sentences; sentences make
paragraphs, and these are organized into higher levels of meaning. Notes form
musical phrases, which form themes, counterpoints, harmonies, etc.; which form
movements, which form concertos, symphonies, and so on.

The structure in programs is equally hierarchical. Appropriately, good pro-
gramming practice brings different techniques to bear on the different levels [1-3].
At alow level is the ascii character set. Then, constants, identifiers, operands,
operators. Then program statements, like a(j+1)=b+c/3.0. Here, the best pro-
gramming advice is simply be clear or (correspondingly) don't be too tricky You
might momentarily be proud of yourself at writing the single line

k=(2-3)*(1+3%j)/2

if you want to permute cyclically one of the values j = (0,1, 2) into respectively
k = (1,2,0). You will regret it later, however, when you try to understand that
line. Better, and likely also faster, is

k=j+1
if (k.eq.3) k=0

Many programming stylists would even argue for the ploddingly literal

if (j.eq.0) then
k=1

else if (j.eq.1) then
k=2
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1.1 Program Organization and Control Structures 7

else if (j.eq.2) then

k=0
else

pause ’never get here’
endif

on the groundsthat it is both clear and additionally safeguarded from wrong assump-
tions about the possible values of j. Our preference among the implementations
is for the middle one.

In this smple example, we have in fact traversed severa levels of hierarchy:
Statements frequently come in “groups’ or “blocks” which make sense only taken
as awhole. The middle fragment above is one example. Another is

swap=a(j)
a(j)=b(j)
b(j)=swap

which makes immediate sense to any programmer as the exchange of two variables,
while

sum=0.0
ans=0.0
n=1

isvery likely to be an initialization of variables prior to someiterative process. This
level of hierarchy in aprogramisusually evident to the eye. Itis good programming
practice to put in comments at thislevel, e.g., “initialize” or “exchange variables”

The next level is that of control structures These are things like the
if...then...else clauses in the example above, do loops, and so on. This
level is sufficiently important, and relevant to the hierarchical level of the routines
in this book, that we will come back to it just below.

At ill higher levels in the hierarchy, we have (in FORTRAN) subroutines,
functions, and the whole “global” organization of the computational task to be
done. Inthe musical analogy, we are now at the level of movements and complete
works. At these levels, modularizationand encapsulationbecome important
programming concepts, the general idea being that program units should interact
with oneanather only through clearly defined and narrowly circumscribed interfaces.
Good modularization practice is an essential prerequisite to the success of large,
complicated software projects, especially those employing the efforts of more than
one programmer. It isalso good practice (if not quite as essential) in the less massive
programming tasks that an individual scientist, or reader of this book, encounters.

Some computer languages, such as Modula-2 and C++, promote good modular-
ization with higher-level language constructs, absent in FORTRAN-77. In Modula-2,
for example, subroutines, type definitions, and data structures can be encapsul ated
into “modules’ that communicate through declared public interfaces and whose
internal workings are hidden from the rest of the program [4]. In the C++ language,
the key concept is “class,” a user-definable generalization of data type that provides
for data hiding, automatic initialization of data, memory management, dynamic
typing, and operator overloading (i.e., the user-definable extension of operators like
+ and * so as to be appropriate to operands in any particular class) [5]. Properly
used in defining the data structures that are passed between program units, classes

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny
‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad



8 Chapter 1.  Preliminaries

can clarify and circumscribe these units' public interfaces, reducing the chances of
programming error and also allowing a considerable degree of compile-time and
run-time error checking.

Beyond modularization, though depending on it, lie the concepts of object-
oriented programmingHere a programming language, such as C++ or Turbo Pascal
5.516], allows amodule's public interface to accept redefinitions of types or actions,
and these redefinitions become shared all the way down through the module’s
hierarchy (so-called polymorphisi For example, aroutinewritten to invert amatrix
of real numbers could — dynamically, at run time— be made able to handle complex
numbers by overloading complex data types and corresponding definitions of the
arithmetic operations. Additional concepts of inheritance(the ability to define adata
type that “inherits’ all the structure of another type, plus additional structure of its
own), and object extensibilitythe ability to add functionality to a module without
access to its source code, e.g., a run time), also come into play.

We have not attempted to modularize, or make objects out of, the routines in
this book, for at least two reasons. First, the chosen language, FORTRAN-77, does
not really make this possible. Second, we envision that you, the reader, might want
to incorporate the algorithms in this book, a few at atime, into modules or objects
with astructure of your own choosing. There does not exist, at present, a standard or
accepted set of “classes’ for scientific object-oriented computing. While we might
have tried to invent such a set, doing so would have inevitably tied the algorithmic
content of the book (which is its raison d'étre) to some rather specific, and perhaps
haphazard, set of choices regarding class definitions.

On the other hand, we are not unfriendly to the goals of modular and object-
oriented programming. Within the limits of FORTRAN, we have therefore tried to
structure our programsto be“ object friendly,” principally viathe clear delineation of
interface vs. implementation (§1.0) and the explicit declaration of variables. Within
our implementation sections, we have paid particular attention to the practices of
structured programmingas we now discuss.

Control Structures

An executing program unfolds in time, but not strictly in the linear order in
which the statements are written. Program statements that affect the order in which
statements are executed, or that affect whether statements are executed, are called
control statementsControl statements never make useful sense by themselves. They
make sense only in the context of the groups or blocks of statementsthat they in turn
control. If you think of those blocks as paragraphs containing sentences, then the
control statements are perhaps best thought of as the indentation of the paragraph
and the punctuation between the sentences, not the words within the sentences.

We can now say what the goal of structured programming is. It is to make
program control manifestly apparent in the visual presentation of the progiou
see that this goal has nothing at all to do with how the computer sees the program.
Asaready remarked, computers don’t care whether you use structured programming
or not. Human readers, however, do care. You yourself will also care, once you
discover how much easier it is to perfect and debug a well-structured program than
one whose control structure is obscure.
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1.1 Program Organization and Control Structures 9

You accomplish the goals of structured programming in two complementary
ways. First, you acquaint yourself with the small number of essential control
structures that occur over and over again in programming, and that are therefore
given convenient representationsin most programming languages. You should learn
to think about your programming tasks, insofar as possible, exclusively in terms of
these standard control structures. In writing programs, you should get into the habit
of representing these standard control structuresin consistent, conventional ways.

“Doesn’'t this inhibit creativity?” our students sometimes ask. Yes, just
as Mozart’s creativity was inhibited by the sonata form, or Shakespeare's by the
metrical requirements of the sonnet. The point is that creativity, when it is meant to
communicate, does well under the inhibitions of appropriate restrictions on format.

Second, you avoid insofar as possible, control statements whose controlled
blocks or objects are difficult to discern at a glance. This means, in practice, that
you must try to avoid statement labels ageko’s. It is not the goto’s that are
dangerous (although they do interrupt one’s reading of a program); the statement
labels are the hazard. In fact, whenever you encounter a statement label while
reading a program, you will soon become conditioned to get a sinking feeling in
the pit of your stomach. Why? Because the following questions will, by habit,
immediately spring to mind: Where did control come fromin a branch to this label ?
It could be anywhere in the routinel What circumstances resulted in a branch to
this label? They could be anything! Certainty becomes uncertainty, understanding
dissolves into a morass of possibilities.

Some older languages, notably 1966 FORTRAN and to a lesser extent FORTRAN-
77, require statement label s in the construction of certain standard control structures.
We will see this in more detail below. This is a demerit for these languages. In
such cases, you must use labels as required. But you should never branch to them
independently of the standard control structure. If you must branch, let it be to an
additional label, onethat is not masquerading as part of a standard control structure.

We call labels that are part of a standard construction and never otherwise
branched to tame labels They do not interfere with structured programming in any
way, except possibly typographically as distractions to the eye.

Some examples are now in order to make these considerations more concrete
(see Figure 1.1.1).

Catalog of Standard Structures

Iteration.  In FORTRAN, simple iteration is performed with a do loop, for
example

do 10 j=2,1000
b(j)=a(j-1)
a(j-1)=j
10 continue

Notice how we always indent the block of code that is acted upon by the control
structure, leaving the structure itself unindented. The statement label 10 in this
example is atame label. The majority of modern implementations of FORTRAN-77
provide a nonstandard language extension that obviates the tame label. Originally
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Sample page from NUMERICAL RECIPES IN FORTRAN 77: THE ART OF SCIENTIFIC COMPUTING (ISBN 0-521-43064-X)

Copyright (C) 1986-1992 by Cambridge University Press. Programs Copyright (C) 1986-1992 by Numerical Recipes Software.
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http://www.nr.com or call 1-800-872-7423 (North America only), or send email to directcustserv@cambridge.org (outside North America).
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introduced in Digital Equipment Corporations's VAX-11 FORTRAN, the “enddo”
statement is used as

do j=2,1000
b(j)=a(j-1)
a(j-1)=j
enddo

Infact, it was aterrible mistake that the American National Standard for FORTRAN-77
(ANSI X3.9-1978) failed to provide an enddo or equivalent construction. This
mistake by the people who write standards, whoever they are, presents us now,
more than 15 years later, with a painful quandary: Do we stick to the standard, and
clutter our programs with tame labels? Or do we adopt a nonstandard (albeit widely
implemented) FORTRAN construction like enddo?

We have adopted a compromise position. Standards, even imperfect standards,
areterribly important and highly necessary in atime of rapid evolutionin computers
and their applications. Therefore, all machine-readableforms of our programs (e.g.,
the diskettes that you can order from the publisher — see back of this book) are
strictly FORTRAN-77 compliant. (Well, almoststrictly: there is a minor anomaly
regarding bit manipulation functions, see below.) In particular, do blocks alwaysend
with labeled continue statements, as in the first example above.

In the printed version of this book, however, we make use of typography to
mitigate the standard’ s deficiencies. The statement label that followsthe do isprinted
in small type — as asignal that it is a tame label that you can safely ignore. And,
the word “continue” is printed as “enddo”, which you may regard as averypeculiar
change of font! The example above, in our adopted typographical format, is

do 10 j=2,1000
b(j)=a(j-1)
a(j-1)=j
enddo 10

(Notice that we also take the typographical liberty of writing the tame label after the
“continue”’ statement, rather than before.)
A nested do loop looks like this:

do 12 j=1,20
s(3)=0.
do 11 k=5,10
s(j)=s(j)+a(j,k)
enddo 11
enddo 12

Generally, the numerical values of the tame labels are chosen to put the enddo’s
(labeled continue’s on the diskette) into ascending numerical order, hencethe do 1
before the do n in the above example.

IF structure.  In this structure the FORTRAN-77 standard is exemplary. Here
is aworking program that consists dominantly of if control statements:
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FUNCTION julday(mm,id,iyyy)

INTEGER julday,id,iyyy,mm,IGREG

PARAMETER (IGREG=15+31%(10+12%1582)) Gregorian Calendar adopted Oct. 15, 1582.
In this routine julday returns the Julian Day Number that begins at noon of the calendar
date specified by month mm, day id, and year iyyy, all integer variables. Positive year
signifies A.D.; negative, B.C. Remember that the year after 1 B.C. was 1 A.D.

INTEGER ja,jm,jy

Jy=iyyy

if (jy.eq.0) pause ’julday: there is no year zero’

if (jy.1t.0) jy=jy+1

if (mm.gt.2) then Here is an example of a block IF-structure.
jm=mm+1

else
Jy=jy-1
jm=mm+13

endif

julday=365%jy+int (0.25d0%jy+2000.d0) +int (30.6001d0*jm) +id+1718995

if (id+31*(mm+12*iyyy).ge.IGREG) then Test whether to change to Gregorian Calen-
ja=int (0.01d0*jy) dar.
julday=julday+2-ja+int (0.25d0*ja)

endif

return

END

(Astronomers number each 24-hour period, starting and ending at noon with
a unique integer, the Julian Day Number [7]. Julian Day Zero was a very long
time ago; a convenient reference point is that Julian Day 2440000 began at noon
of May 23, 1968. If you know the Julian Day Number that begins at noon of a
given calendar date, then the day of the week of that date is obtained by adding
1 and taking the result modulo base 7; a zero answer corresponds to Sunday, 1 to
Monday, ..., 6 to Saturday.)

Do-While iteration. Most good languages, except FORTRAN, provide for
structures like the following C example:

while (n<1000) {
n=2%n;
jH+; In C this has the meaning j=j+1.

In fact, many FORTRAN implementations have the nonstandard extension

do while (n.1t.1000)
n=2%n
j=j+1

enddo

Within the FORTRAN-77 standard, however, the structure requiresatamelabel:

17if (n.1t.1000) then
n=2%n
j=j*1
goto 17
endif
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14 Chapter 1.  Preliminaries

There are other ways of constructing a Do-Whilein FORTRAN, but we try to use
the above format consistently. You will quickly get used to a statement like 17if as
signaling this structure. Notice that the two final statements are not indented, since
they are part of the control structure, not of the inside block.

Do-Until iteration.  In Pascal, for example, thisis rendered as

REPEAT
n:=n DIV 2; Pascal’s integer divide is DIV.
k:=k+1;

UNTIL (n=1);

In FORTRAN we write

19 continue
n=n/2
k=k+1

if (n.ne.1) goto 1o

Break. Inthis case, you have aloop that is repeated indefinitely until some
condition tested somewhere in the middle of the Idapd possibly tested in more
than one place) becomes true. At that point you wish to exit the loop and proceed
with what comes after it. Standard FORTRAN does not make this structure accessible
without labels. We will try to avoid using the structure when we can. Sometimes,
however, it is plainly necessary. We do not have the patience to argue with the
designers of computer languages over this point. In FORTRAN we write

13 continue
[statements before the tgst
if (---) gotous
[statements after the tdst
goto 13
14 continue

Hereis aprogram that uses several different iteration structures. One of uswas
once asked, for a scavenger hunt, to find the date of a Friday the 13th on which the
moon was full. Thisis a program which accomplishes that task, giving incidentally
all other Fridays the 13th as a by-product.

PROGRAM badluk
INTEGER ic,icon,idwk,ifrac,im,iybeg,iyend,iyyy,jd,jday,n,

julday
REAL TIMZON,frac
PARAMETER (TIMZON=-5./24.) Time zone —5 is Eastern Standard Time.
DATA iybeg,iyend /1900,2000/ The range of dates to be searched.

USES fl noon, j ul day
write (*,’(1x,a,i5,a,i5)’) ’Full moons on Friday the 13th from’,
iybeg,’ to’,iyend

do 12 iyyy=iybeg,iyend Loop over each year,
doun im=1,12 and each month.
jday=julday(im,13,iyyy) Is the 13th a Friday?

idwk=mod (jday+1,7)
if (idwk.eq.5) then
n=12.37* (iyyy-1900+(im-0.5)/12.)
This value n is a first approximation to how many full moons have occurred
since 1900. We will feed it into the phase routine and adjust it up or down until
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1.1 Program Organization and Control Structures 15

we determine that our desired 13th was or was not a full moon. The variable
icon signals the direction of adjustment.

icon=0
call flmoon(n,2,jd,frac) Get date of full moon n.
ifrac=nint(24.*(frac+TIMZON)) Convert to hours in correct time zone.
if (ifrac.1t.0)then Convert from Julian Days beginning at noon
jd=jd-1 to civil days beginning at midnight.
ifrac=ifrac+24
endif
if (ifrac.gt.12)then
jd=jd+1
ifrac=ifrac-12
else
ifrac=ifrac+12
endif
if(jd.eq.jday)then Did we hit our target day?

write (*,’(/1x,i2,a,i2,a,i4)’) im,’/’,13,°/’,iyyy
write (*,’(1x,a,i2,a)’) ’Full moon ’,ifrac,
> hrs after midnight (EST).’
Don't worry if you are unfamiliar with FORTRAN's esoteric input/output
statements; very few programs in this book do any input/output.
goto 2 Part of the break-structure, case of a match.
else Didn’t hit it.
ic=isign(1, jday-jd)
if(ic.eq.-icon) goto 2 Another break, case of no match.
icon=ic
n=n+ic
endif
goto 1
continue
endif
enddo 11
enddo 12
END

If you are merely curious, there were (or will be) occurrences of a full moon
on Friday the 13th (time zone GMT—5) on: 3/13/1903, 10/13/1905, 6/13/1919,
1/13/1922, 11/13/1970, 2/13/1987, 10/13/2000, 9/13/2019, and 8/13/2049.

Other “standard” structures.  Our advice is to avoid them. Every pro-
gramming language has some number of “goodies’ that the designer just couldn’t
resist throwing in. They seemed like a good idea at the time. Unfortunately they
don't stand the testof time! Your program becomes difficult to trandate into other
languages, and difficult to read (because rarely used structures are unfamiliar to the
reader). You can amost always accomplish the supposed conveniences of these
structures in other ways. Try to do so with the above standard structures, which
really are standard. If you can't, then use straightforward, unstructured, tests and
goto’s. Thiswill introduce real (not tame) statement labels, whose very existence
will warn the reader to give special thought to the program’s control flow.

In FORTRAN we consider the ill-advised control structures to be

e assigned goto and assign Statements

e computed goto statement

e arithmetic if statement
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16 Chapter 1. Preliminaries

About “Advanced Topics”

Material set in smaller type, like this, signals an “advanced topic,” either one outside of
the main argument of the chapter, or else one requiring of you more than the usual assumed
mathematical background, or else (in afew cases) a discussion that is more speculative or an
algorithm that is less well-tested. Nothing important will be lost if you skip the advanced
topics on a first reading of the book.

You may have noticed that, by itslooping over the months and years, the program badluk
avoids using any algorithm for converting a Julian Day Number back into a calendar date. A
routine for doing just thisis not very interesting structurally, but it is occasionally useful:

SUBROUTINE caldat(julian,mm,id,iyyy)

INTEGER id,iyyy,julian,mm,IGREG

PARAMETER (IGREG=2299161)
Inverse of the function julday given above. Here julian is input as a Julian Day Number,
and the routine outputs mm,id, and iyyy as the month, day, and year on which the specified
Julian Day started at noon.

INTEGER ja,jalpha,jb,jc,jd,je

if (julian.ge.IGREG)then Cross-over to Gregorian Calendar produces
jalpha=int (((julian-1867216)-0.25d0)/36524.25d0) this correction.
ja=julian+i+jalpha-int (0.25d0*jalpha)

else if (julian.lt.0)then Make day number positive by adding in-
ja=julian+36525*(1-julian/36525) teger number of Julian centuries, then

else subtract them off at the end.
ja=julian

endif

jb=ja+1524

jc=int (6680.0d0+((jb-2439870)-122.1d0)/365.25d0)
§d=365*jc+int (0.25d0%jc)

je=int ((jb-jd)/30.6001d0)
id=jb-jd-int(30.6001d0%je)

mm=je-1

if (mm.gt.12) mm=mm-12

iyyy=jc-4715

if (mm.gt.2)iyyy=iyyy-1

if (iyyy.le.0)iyyy=iyyy-1

if (julian.1lt.0)iyyy=iyyy-100%(1-julian/36525)
return

END

(For additional calendrical algorithms, applicableto various historical calendars, see(8].)
Some Habits and Assumed ANSI Extensions

Mentioning a few of our programming habits here will make it easier for you

to read the programs in this book.

e We habitually use m and n to refer to the logical dimensions of a matrix,
mp and np to refer to the physical dimensions. (These important concepts
are detailed in §2.0 and Figure 2.0.1)

e Often, when a subroutine or procedure is to be passed some integer n, it
needs an internally preset value for the largest possible value that will be
passed. We habitually call thisNMAX, and set it in a PARAMETER statement.
When we say in acomment, “largest value of n,” we do not mean to imply
that the program will fail algorithmically for larger values, but only that
NMAX must be altered.

e A number represented by TINY, usually a parameter, is supposed to be
much smaller than any number of interest to you, but not so small that it
underflows. Its use is usually prosaic, to prevent divide checks in some
circumstances.
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1.1 Program Organization and Control Structures 17

Asamatter of typography, the printed FORTRAN programsin this book, if typed
into a computer exactly as written, would violate the FORTRAN-77 standard in afew
trivial ways. The anomalies, which are not present in the machine-readable program
distributions, are as follows:

e As dready discussed, we use enddo followed by the statement label

instead of continue preceded by the label.

e Standard FORTRAN reads no more than 72 characters on a line and ignores
input from column 73 onward. Longer statements are broken up onto
“continuation lines” In the printed programs in this book, some lines
contain more than 72 characters. When the break to a continuation line
is not shown explicitly, it should be inserted when you type the program
into a computer.

e |nstandard FORTRAN, columns 1 through 6 on each line are used variously
for (i) statement labels, (ii) signaling a comment line, and (iii) signaling
a continuation line. We simplify the format slightly: To the left of the
“program left margin,” an integer is a statement label (not a “tame label”
as described above), an asterisk (*) indicatesa continuationline, and a“c”
indicates acomment line. Comment lines shown in this way are generally
either USES statements (see §1.0), or else “ commented-out program lines’
that are separately explained in each instance.

A small number of routines in this book require the use of functions that act
bitwise on integers, e.g., bitwise “and” or “exclusive or”. Unfortunately, although
these functions are availablein virtually all modern FORTRAN implementations, they
are not a part of the FORTRAN-77 standard. Even more unfortunate is the fact that
there are two different naming conventions in widespread use. We use the names
iand(i,j), ior(i,j), not(i), ieor(i,j), and ishft (i, j), for and or, not
exclusive-oy and left-shift respectively, as well as the subroutines ibset (i, j),
ibelr (i, j), andthelogical functionbtest (i, j) for bit-set bit-clear, and bit-test
Some (mainly UNIX) FORTRAN compilers use a different set of names, with the
following correspondences:

Us... Them...

iand(i,j) = and(i,j)

ior(i,j) = or(i,j)

not (i) = not (i)

ieor(i,j) = xor(i,j)

ishft(i,j) = 1shft(i,j)

ibset (i, j) = bis(j,1) Note reversed arguments!
ibclr(i,j) = bic(j,1) Ditto!

btest (i, j) = bit(j,1) Ditto!

If you are one of “Them,” you can either modify the small number of programs
affected (e.g., by inserting FORTRAN statement function definitions at the beginning
of the routines), or else link to an object file into which you have compiled the
trivial functions that define “our” names in terms of “yours,” as in the above table.
Standards really are important!

Hexadecimal constants, for which there is no standard notation in FORTRAN
compilers, occur at three placesin Chapter 7: aprogram fragment at theend of §7.1,
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18 Chapter 1. Preliminaries

and routines psdes and ran4 in §7.5. We use a notation like Z> 3F800000°, which
is consistent with the new FORTRAN-90 standard, but you may need to change this
to, e.g., x?3£800000°, > 3F800000° X, or even 16#3F800000. In extremis, you can
convert the hex values to decimal integers; but note that most compilerswill require
anegativedecimal integer as the value of a hex constant with its high-order bit set.

Asalready mentionedin §1.0, thenotationa (1:m), in program commentsandin
thetext, denotesthe array elementrangea (1), a(2), ..., a(m). Likewise, notations
likeb(2:7) orc(1:m,1:n) areto beinterpreted as denoting ranges of array indices.

CITED REFERENCES AND FURTHER READING:

Kernighan, B.W. 1978, The Elements of Programming Style (New York: McGraw-Hill). [1]

Yourdon, E. 1975, Techniques of Program Structure and Design (Englewood Cliffs, NJ: Prentice-
Hall). [2]

Meissner, L.P. and Organick, E.I. 1980, Fortran 77 Featuring Structured Programming (Reading,
MA: Addison-Wesley). [3]

Hoare, C.A.R. 1981, Communications of the ACM, vol. 24, pp. 75-83.

Wirth, N. 1983, Programming in Modula-2, 3rd ed. (New York: Springer-Verlag). [4]

Stroustrup, B. 1986, The C++ Programming Language (Reading, MA: Addison-Wesley). [5]

Borland International, Inc. 1989, Turbo Pascal 5.5 Object-Oriented Programming Guide (Scotts
Valley, CA: Borland International). [6]

Meeus, J. 1982, Astronomical Formulae for Calculators, 2nd ed., revised and enlarged (Rich-
mond, VA: Willmann-Bell). [7]

Hatcher, D.A. 1984, Quarterly Journal of the Royal Astronomical Society, vol. 25, pp. 53-55; see
also op. cit. 1985, vol. 26, pp. 151-155, and 1986, vol. 27, pp. 506-507. [8]

1.2 Error, Accuracy, and Stability

Althoughwe assumeno prior training of thereader informal numerical anaysis,
we will need to presume a common understanding of a few key concepts. We will
define these briefly in this section.

Computers store numbers not with infinite precision but rather in some ap-
proximation that can be packed into a fixed number of bits (binary digits) or bytes
(groups of 8 bits). Almost all computers allow the programmer a choice among
severa different such representation®r data types Data types can differ in the
number of bits utilized (the wordlength, but also in the more fundamental respect
of whether the stored number is represented in fixed-point(also caled integel) or
floating-point(also called real) format.

A number in integer representation is exact. Arithmetic between numbersin
integer representationis also exact, with the provisosthat (i) the answer isnot outside
the range of (usualy, signed) integers that can be represented, and (ii) that division
isinterpreted as producing an integer result, throwing away any integer remainder.
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and routines psdes and ran4 in §7.5. We use a notation like Z> 3F800000°, which
is consistent with the new FORTRAN-90 standard, but you may need to change this
to, e.g., x?3£800000°, > 3F800000° X, or even 16#3F800000. In extremis, you can
convert the hex values to decimal integers; but note that most compilerswill require
a negative decimal integer as the value of a hex constant with its high-order bit set.

Asalready mentionedin §1.0, thenotationa (1:m), in program commentsandin
thetext, denotesthe array elementrangea (1), a(2), ..., a(m). Likewise, notations
likeb(2:7) orc(1:m,1:n) areto beinterpreted as denoting ranges of array indices.

CITED REFERENCES AND FURTHER READING:

Kernighan, B.W. 1978, The Elements of Programming Style (New York: McGraw-Hill). [1]

Yourdon, E. 1975, Techniques of Program Structure and Design (Englewood Cliffs, NJ: Prentice-
Hall). [2]

Meissner, L.P. and Organick, E.I. 1980, Fortran 77 Featuring Structured Programming (Reading,
MA: Addison-Wesley). [3]

Hoare, C.A.R. 1981, Communications of the ACM, vol. 24, pp. 75-83.

Wirth, N. 1983, Programming in Modula-2, 3rd ed. (New York: Springer-Verlag). [4]

Stroustrup, B. 1986, The C++ Programming Language (Reading, MA: Addison-Wesley). [5]

Borland International, Inc. 1989, Turbo Pascal 5.5 Object-Oriented Programming Guide (Scotts
Valley, CA: Borland International). [6]

Meeus, J. 1982, Astronomical Formulae for Calculators, 2nd ed., revised and enlarged (Rich-
mond, VA: Willmann-Bell). [7]

Hatcher, D.A. 1984, Quarterly Journal of the Royal Astronomical Society, vol. 25, pp. 53-55; see
also op. cit. 1985, vol. 26, pp. 151-155, and 1986, vol. 27, pp. 506-507. [8]

1.2 Error, Accuracy, and Stability

Althoughwe assumeno prior training of thereader informal numerical anaysis,
we will need to presume a common understanding of a few key concepts. We will
define these briefly in this section.

Computers store numbers not with infinite precision but rather in some ap-
proximation that can be packed into a fixed number of bits (binary digits) or bytes
(groups of 8 bits). Almost all computers allow the programmer a choice among
severa different such representations or data types. Data types can differ in the
number of bits utilized (the wordlength), but also in the more fundamental respect
of whether the stored number is represented in fixed-point (also called integer) or
floating-point (also called real) format.

A number in integer representation is exact. Arithmetic between numbersin
integer representation is also exact, with the provisosthat (i) the answer isnot outside
the range of (usualy, signed) integers that can be represented, and (ii) that division
isinterpreted as producing an integer result, throwing away any integer remainder.
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1.2 Error, Accuracy, and Stability 19

X N .
§ ‘\\6;;\‘0@ ,5'\‘\&
X AR O <
N $° e S N
&> S [\\& aid
—~
Y2=0 10000000 10000000000000000000000 (&
3=0 10000010 11000000000000000000000 (b

Y4=0 01111111 10000000000000000000000 (c)
10077=0 01101001 lHJE_O_J._OllOlOlllllllOOlOlO (d)
=0 10000010 00000000000000000000000) (¢
3+1077=0 10000010 11000000000000000000000 (f)

Figure 1.2.1. Floating point representations of numbers in a typical 32-bit (4-byte) format. (a) The
number 1/2 (note the bias in the exponent); (b) the number 3; (c) the number 1/4; (d) the number
10~7, represented to machine accuracy; (€) the same number 10~ 7, but shifted so as to have the same
exponent as the number 3; with this shifting, al significance islost and 10-7 becomes zero; shifting to
a common exponent must occur before two numbers can be added; (f) sum of the numbers 3 + 10-7,
which equals 3 to machine accuracy. Even though 10~7 can be represented accurately by itself, it cannot
accurately be added to a much larger number.

In floating-point representation, a number is represented internally by a sign bit
s (interpreted as plus or minus), an exact integer exponent e, and an exact positive
integer mantissa M. Taken together these represent the number

sx M x BF (1.2.1)

where B is the base of the representation (usually B = 2, but sometimes B = 16),
and E is the bias of the exponent, a fixed integer constant for any given machine
and representation. An example is shown in Figure 1.2.1.

Several floating-point bit patterns can represent the same number. If B = 2,
for example, a mantissa with leading (high-order) zero bits can be left-shifted, i.e.,
multiplied by a power of 2, if the exponent is decreased by a compensating amount.
Bit patterns that are “as left-shifted as they can be” are termed normalized. Most
computers always produce normalized results, since these don’t waste any bits of
the mantissa and thus allow a greater accuracy of the representation. Since the
high-order bit of a properly normalized mantissa (when B = 2) is always one, some
computers don’t store this bit at all, giving one extra bit of significance.

Arithmetic among numbersin floating-point representation is not exact, even if
the operands happen to be exactly represented (i.e., have exact values in the form of
equation 1.2.1). For example, two floating numbers are added by first right-shifting
(dividing by two) the mantissa of the smaller (in magnitude) one, simultaneously
increasing its exponent, until the two operands have the same exponent. Low-order
(least significant) bits of the smaller operand are lost by this shifting. If the two
operands differ too greatly in magnitude, then the smaller operand is effectively
replaced by zero, since it is right-shifted to oblivion.

The smallest (in magnitude) floating-point number which, when added to the
floating-point number 1.0, produces a floating-point result different from 1.0 is
termed the machine accuracy ¢,,. A typical computer with B = 2 and a 32-bit
wordlength has ¢, around 3 x 1078, (A more detailed discussion of machine
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20 Chapter 1. Preliminaries

characteristics, and a program to determine them, is given in §20.1.) Roughly
speaking, the machine accuracy e, isthe fractional accuracy to which floating-point
numbers are represented, corresponding to a change of one in the least significant
bit of the mantissa. Pretty much any arithmetic operation among floating numbers
should be thought of as introducing an additional fractional error of at least € ,,,. This
type of error is called roundoff error.

It is important to understand that ¢,,, is not the smallest floating-point number
that can be represented on a machine. That number depends on how many bits there
are in the exponent, while ¢,,, depends on how many bits there are in the mantissa.

Roundoff errors accumulate with increasing amounts of calculation. If, in the
course of obtaining a calculated value, you perform N such arithmetic operations,
you might be so lucky as to have a total roundoff error on the order of /Ne,,, if
the roundoff errors come in randomly up or down. (The square root comes from a
random-walk.) However, this estimate can be very badly off the mark for two reasons:

(i) It very frequently happens that the regularities of your calculation, or the
peculiarities of your computer, cause the roundoff errorsto accumulate preferentially
in one direction. In this case the total will be of order Ne,,.

(if) Some especially unfavorable occurrences can vastly increase the roundoff
error of single operations. Generally these can be traced to the subtraction of two
very nearly equal numbers, giving a result whose only significant bits are those
(few) low-order ones in which the operands differed. You might think that such a
“coincidental” subtraction is unlikely to occur. Not aways so. Some mathematical
expressions magnify its probability of occurrencetremendously. For example, in the
familiar formula for the solution of a quadratic equation,

SN/~
T = w (1.2.2)
a

the addition becomes delicate and roundoff-prone whenever ac < b2. (In §5.6 we
will learn how to avoid the problem in this particular case.)

Roundoff error is a characteristic of computer hardware. There is another,
different, kind of error that is a characteristic of the program or algorithm used,
independent of the hardware on which the program is executed. Many numerical
algorithms compute “ discrete” approximations to some desired “ continuous’ quan-
tity. For example, an integral is evaluated numerically by computing a function
at a discrete set of points, rather than at “every” point. Or, a function may be
evaluated by summing a finite number of leading terms in its infinite series, rather
than al infinity terms. In cases like this, there is an adjustable parameter, e.g., the
number of points or of terms, such that the “true” answer is obtained only when
that parameter goes to infinity. Any practical calculation is done with a finite, but
sufficiently large, choice of that parameter.

The discrepancy between the true answer and the answer obtained in a practical
calculation is called the truncation error. Truncation error would persist even on a
hypothetical, “ perfect” computer that had an infinitely accurate representation and no
roundoff error. Asageneral rule thereis not much that a programmer can do about
roundoff error, other than to choose algorithms that do not magnify it unnecessarily
(see discussion of “stability” below). Truncation error, on the other hand, is entirely
under the programmer’s control. In fact, it is only a dight exaggeration to say
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1.2 Error, Accuracy, and Stability 21

that clever minimization of truncation error is practically the entire content of the
field of numerical analysis!

Most of the time, truncation error and roundoff error do not strongly interact
with one another. A calculation can beimagined as having, first, the truncation error
that it would haveif run on an infinite-precision computer, “plus’ the roundoff error
associated with the number of operations performed.

Sometimes, however, an otherwise attractive method can be unstable. This
means that any roundoff error that becomes “mixed into” the calculation at an early
stageis successively magnified until it comesto swamp the true answer. An unstable
method would be useful on a hypothetical, perfect computer; but in this imperfect
world it is necessary for us to require that algorithms be stable — or if unstable
that we use them with great caution.

Here is a simple, if somewhat artificial, example of an unstable algorithm:
Suppose that it is desired to calculate all integer powers of the so-called “Golden
Mean,” the number given by

V-1

¢ 2

~ 0.61803398 (12.3)

It turns out (you can easily verify) that the powers ¢ satisfy a simple recursion
relation,

¢n+1 — ¢n71 _ an (124)

Thus, knowing thefirsttwovalues¢® = 1 and ¢' = 0.61803398, we can successively
apply (1.2.4) performing only asingle subtraction, rather than aslower multiplication
by ¢, a each stage.

Unfortunately, therecurrence (1.2.4) also hasanother solution, namely thevalue
—%(\/5 + 1). Since the recurrence is linear, and since this undesired solution has
magnitude greater than unity, any small admixture of it introduced by roundoff errors
will grow exponentially. On atypical machine with 32-bit wordlength, (1.2.4) starts
to give completely wrong answers by about n = 16, at which point ¢ ™ isdownto only
10~*. Therecurrence (1.2.4) is unstable, and cannot be used for the purpose stated.

We will encounter the question of stability in many more sophisticated guises,
later in this book.

CITED REFERENCES AND FURTHER READING:

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
Chapter 1.

Kahaner, D., Moler, C., and Nash, S. 1989, Numerical Methods and Software (Englewood Cliffs,
NJ: Prentice Hall), Chapter 2.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), §1.3.

Wilkinson, J.H. 1964, Rounding Errors in Algebraic Processes (Englewood Cliffs, NJ: Prentice-
Hall).
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Chapter 2. Solution of Linear
Algebraic Equations

2.0 Introduction

A set of linear algebraic equations looks like this:

a1121 + a12x2 + a1373 + - +aiNTy = by
a21%1 + a22%2 + a2373 + -+ + aaNTN = b2

as1z1 + azer2 + agzrs + - +agyry = by (2.0.1)

ap1T1 + apa®e + apsxs + - +FapuNTN = b

Here the N unknowns z;, j = 1,2,..., N are related by M equations. The
coefficients a;; withi = 1,2,..., M and j = 1,2,..., N are known numbers, as
are the right-hand side quantities b;, i = 1,2,..., M.

Nonsingular versus Singular Sets of Equations

If N = M then there are as many equations as unknowns, and there is a good
chance of solving for a unique solution set of = ;’s. Analytically, there can fail to
be a unique solution if one or more of the M equations is a linear combination of
the others, a condition called row degeneracy, or if al equations contain certain
variables only in exactly the same linear combination, called column degeneracy.
(For square matrices, a row degeneracy implies a column degeneracy, and vice
versa) A set of equations that is degenerate is called singular. We will consider
singular matrices in some detail in §2.6.

Numerically, at least two additional things can go wrong:

e While not exact linear combinations of each other, some of the equations
may be so close to linearly dependent that roundoff errorsin the machine
render them linearly dependent at some stage in the solution process. In
this case your numerical procedure will fail, and it can tell you that it
has failed.

22
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2.0 Introduction 23

e Accumulated roundoff errors in the solution process can swamp the true
solution. This problem particularly emerges if N is too large. The
numerical procedure does not fail algorithmically. However, it returns a
set of z’s that are wrong, as can be discovered by direct substitution back
into theoriginal equations. Thecloser aset of equationsisto being singular,
the more likely this is to happen, since increasingly close cancellations
will occur during the solution. In fact, the preceding item can be viewed
as the special case where the loss of significance is unfortunately total.

Much of the sophistication of complicated “linear equation-solving packages’
is devoted to the detection and/or correction of these two pathologies. As you
work with large linear sets of equations, you will develop a feeling for when such
sophistication is needed. It is difficult to give any firm guidelines, since there is no
such thing as a“typical” linear problem. But hereis aroughidea: Linear sets with
N aslarge as 20 or 50 can be routinely solved in single precision (32 bit floating
representations) without resorting to sophisticated methods, if the equations are not
close to singular. With double precision (60 or 64 bits), this number can readily
be extended to IV as large as several hundred, after which point the limiting factor
is generaly machine time, not accuracy.

Even larger linear sets, N in the thousands or greater, can be solved when the
coefficients are sparse (that is, mostly zero), by methods that take advantage of the
sparseness. We discuss this further in §2.7.

At the other end of the spectrum, one seems just as often to encounter linear
problems which, by their underlying nature, are close to singular. In this case, you
might need to resort to sophisticated methods even for the case of NV = 10 (though
rarely for N = 5). Singular value decomposition (§2.6) is a technique that can
sometimes turn singular problems into nonsingular ones, in which case additional
sophistication becomes unnecessary.

Matrices
Equation (2.0.1) can be written in matrix form as
A-x=hb (2.0.2)

Here the raised dot denotes matrix multiplication, A isthe matrix of coefficients, and
b is the right-hand side written as a column vector,

ail a2 . ai1N bl
a a L.a b

A — 21 22 2N b — 2 (2.0.3)
ayi am2 ... GMN by

By convention, the first index on an element «;; denotes its row, the second
index its column. A computer will store the matrix A as a two-dimensional array.
However, computer memory is numbered sequentially by its address, and so is
intrinsically one-dimensional. Therefore the two-dimensional array A will, at the
hardware level, either be stored by columns in the order

ai1,a21,---,0M1, A12,022,...,AM2;, ..., AIN,G2N,-.-AMN
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Figure 2.0.1. A matrix of logical dimensionm by n is stored in an array of physical dimension mp by np.
Locations marked by “x” contain extraneous i nformation which may beleft over from some previous use of
the physical array. Circled numbers show the actual ordering of the array in computer memory, not usually
relevant to the programmer. Note, however, that the logical array does not occupy consecutive memory
locations. Tolocate an (i, j) element correctly, a subroutine must be told mp and np, not just i and j.

or else stored by rows in the order
aii, @12, ...,01N, 421,022,...,02N, .., GM1,AM2, .. - AMN

FORTRAN aways stores by columns, and user programs are generally allowed
to exploit this fact to their advantage. By contrast, C, Pascal, and other languages
generally store by rows. Note one confusing point in the terminology, that a matrix
which is stored by columns (as in FORTRAN) has its row (i.e., first) index changing
most rapidly as one goes linearly through memory, the opposite of a car’s odometer!

For most purposes you don’t need to know what the order of storageis, since
you reference an element by its two-dimensional address. a3y = a(3,4). ltis,
however, essential that you understand the difference between an array’s physical
dimensions and its logical dimensions. When you pass an array to a subroutine,
you must, in general, tell the subroutine both of these dimensions. The distinction
between them is this: It may happen that you have a4 x 4 matrix stored in an array
dimensioned as 10 x 10. This occurs most frequently in practice when you have
dimensioned to the largest expected value of IV, but are at the moment considering
avaue of N smaller than that largest possible one. In the example posed, the 16
elements of the matrix do not occupy 16 consecutive memory locations. Rather they
are spread out among the 100 dimensioned locations of the array as if the whole
10 x 10 matrix were filled. Figure 2.0.1 shows an additional example.

If you have asubroutineto invert amatrix, its call might typically look like this:

call matinv(a,ai,n,np)
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2.0 Introduction 25

Here the subroutine has to be told both the logical size of the matrix that
you want to invert (here n = 4), and the physical size of the array in which it is
stored (here np = 10).

Thisseemslikeatrivia point, and we are sorry to belabor it. But it turnsout that
most reported failures of standard linear equation and matrix manipulation packages
are dueto user errorsin passing inappropriate logical or physical dimensions!

Tasks of Computational Linear Algebra

We will consider the following tasks as falling in the general purview of this
chapter:

e Solution of thematrix equation A -x = b for an unknownvector x, where A
isasquare matrix of coefficients, raised dot denotes matrix multiplication,
and b is a known right-hand side vector (§2.1-52.10).

o Solution of more than one matrix equation A - X ; = b, for aset of vectors
X, j =1,2,..., each corresponding to adifferent, known right-hand side
vector b;. In this task the key simplification is that the matrix A is held
constant, while the right-hand sides, the b’s, are changed (§2.1-52.10).

e Calculation of thematrix A~ whichisthematrix inverseof asquarematrix
A ie, A-A ' =A"1. A =1 where 1l istheidentity matrix (all zeros
except for ones on the diagonal). This task is equivalent, foran N x N
matrix A, to the previous task with NV different b;’s (j = 1,2,...,N),
namely the unit vectors (b; = &l zero elements except for 1 in the jth
component). The corresponding x’s are then the columns of the matrix
inverse of A (§2.1 and §2.3).

e Calculation of the determinant of a square matrix A (§2.3).

If M < N, orif M = N but the equations are degenerate, then there
are effectively fewer equations than unknowns. In this case there can be either no
solution, or el se morethan one solution vector x. Inthelatter event, the solution space
consists of a particular solution x,, added to any linear combination of (typically)
N — M vectors (which are said to be in the nullspace of the matrix A). The task
of finding the solution space of A involves

e Singular value decomposition of a matrix A.

This subject is treated in §2.6.

In the opposite case there are more equations than unknowns, M > N. When
this occurs there is, in general, no solution vector x to equation (2.0.1), and the
set of equations is said to be overdetermined. It happens frequently, however, that
the best “compromise” solution is sought, the one that comes closest to satisfying
all equations simultaneously. If closenessis defined in the least-squares sense, i.e.,
that the sum of the squares of the differences between the left- and right-hand sides
of equation (2.0.1) be minimized, then the overdetermined linear problem reducestoa
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26 Chapter 2. Solution of Linear Algebraic Equations

(usually) solvable linear problem, called the
e Linear least-squares problem.
Thereduced set of equationsto be solved can bewritten asthe V x IV set of equations

(AT .A).x= (AT .b) (2.0.4)

where AT denotes the transpose of the matrix A. Equations (2.0.4) are called the
normal equations of the linear least-squares problem. There is a close connection
between singular value decomposition and the linear |east-squares problem, and the
latter is also discussed in §2.6. You should be warned that direct solution of the
normal equations (2.0.4) is not generally the best way to find |east-squares solutions.

Some other topics in this chapter include

o |terative improvement of a solution (§2.5)

e Various special forms. symmetric positive-definite (§2.9), tridiagonal
(§2.4), band diagonal (§2.4), Toeplitz (§2.8), Vandermonde (§2.8), sparse
(§2.7)

e Strassen’s “fast matrix inversion” (§2.11).

Standard Subroutine Packages

We cannot hope, in this chapter or in this book, to tell you everything there is
to know about the tasks that have been defined above. In many cases you will have
no aternative but to use sophisticated black-box program packages. Several good
onesare available. LINPACK was developed at Argonne National Laboratoriesand
deserves particular mention because it is published, documented, and available for
freeuse. A successor to LINPACK, LAPACK, isnow becoming available. Packages
available commercialy include those in the IMSL and NAG libraries.

You should keep in mind that the sophisticated packages are designed with very
large linear systemsin mind. They therefore go to great effort to minimize not only
the number of operations, but also the required storage. Routines for the various
tasks are usually provided in several versions, corresponding to several possible
simplifications in the form of the input coefficient matrix: symmetric, triangular,
banded, positive definite, etc. If you have a large matrix in one of these forms,
you should certainly take advantage of the increased efficiency provided by these
different routines, and not just use the form provided for general matrices.

There is also a great watershed dividing routines that are direct (i.e., execute
in a predictable number of operations) from routines that are iterative (i.e., attempt
to converge to the desired answer in however many steps are necessary). Iterative
methods become preferable when the battle against loss of significanceisin danger
of being lost, either due to large NV or because the problem is close to singular. We
will treat iterative methods only incompletely in this book, in §2.7 and in Chapters
18 and 19. These methods are important, but mostly beyond our scope. We will,
however, discuss in detail a technique which is on the borderline between direct
and iterative methods, namely the iterative improvement of a solution that has been
obtained by direct methods (52.5).

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny
‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad



2.1 Gauss-Jordan Elimination 27

CITED REFERENCES AND FURTHER READING:

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press).

Gill, PE., Murray, W., and Wright, M.H. 1991, Numerical Linear Algebra and Optimization, vol. 1
(Redwood City, CA: Addison-Wesley).

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
Chapter 4.

Dongarra, J.J., et al. 1979, LINPACK User’s Guide (Philadelphia: S..LA.M.).
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(New York: Wiley).

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), Chapter 2.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), Chapter 9.

2.1 Gauss-Jordan Elimination

For inverting a matrix, Gauss-Jordan elimination is about as efficient as any
other method. For solving sets of linear egquations, Gauss-Jordan elimination
produces both the solution of the equations for one or more right-hand side vectors
b, and also the matrix inverse A ~!. However, its principal weaknesses are (i) that it
requires al the right-hand sides to be stored and manipulated at the same time, and
(ii) that when the inverse matrix is not desired, Gauss-Jordan is three times slower
than the best alternative techniquefor solvingasinglelinear set (§2.3). Themethod's
principal strength is that it is as stable as any other direct method, perhaps even a
bit more stable when full pivoting is used (see below).

If you come along later with an additional right-hand side vector, you can
multiply it by the inverse matrix, of course. This does give an answer, but onethat is
quite susceptible to roundoff error, not nearly as good as if the new vector had been
included with the set of right-hand side vectors in the first instance.

For these reasons, Gauss-Jordan elimination should usually not be your method
of first choice, either for solving linear equations or for matrix inversion. The
decomposition methodsin §2.3 are better. Why do we give you Gauss-Jordan at all?
Because it is straightforward, understandable, solid as a rock, and an exceptionally
good “psychological” backup for those times that something is going wrong and you
think it might be your linear-equation solver.

Some people believe that the backup is more than psychological, that Gauss-
Jordan elimination is an “independent” numerical method. This turns out to be
mostly myth. Except for the relatively minor differences in pivoting, described
below, the actual sequence of operations performed in Gauss-Jordan elimination is
very closely related to that performed by the routinesin the next two sections.
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28 Chapter 2. Solution of Linear Algebraic Equations

For clarity, and to avoid writing endless ellipses (- - -) wewill write out equations
only for the case of four equations and four unknowns, and with three different right-
hand side vectors that are known in advance. You can write bigger matrices and
extend the equations to the case of N x N matrices, with M sets of right-hand
side vectors, in completely analogous fashion. The routine implemented below is,
of course, generdl.

Elimination on Column-Augmented Matrices

Consider the linear matrix equation

ail ai2 aiz a4 z11 12 z13 Y11 Y12 Y13 Y4
a21 a2 a23 a4 | | w1 | g @22 | | T2 | | Y2r Y22 Y23 Y24
a3l as2 a33 as4 31 32 33 Y31 Y32 Y33 Y34
a41  a42  a43 Q44 T41 T42 43 Y4l Y42 Y43 Y44
b11 bi2 b13 1 0 0 O
_ ba1 ba2 bas 01 0 0
B b1 = b32 = b33 Hlo o 10 (211)
ba1 bao bas 0 0 0 1

Here the raised dot (-) signifies matrix multiplication, while the operator LI just
signifies column augmentation, that is, removing the abutting parentheses and
making a wider matrix out of the operands of the LI operator.

It should not take you long to write out equation (2.1.1) and to see that it ssimply
states that x;; is the ith component (i = 1,2, 3, 4) of the vector solution of the jth
right-hand side (j = 1,2, 3), the one whose coefficients are b;;,¢ = 1,2, 3, 4; and
that the matrix of unknown coefficients y;; is the inverse matrix of a,;. In other
words, the matrix solution of

[A] . [Xl LI Xo LI X3 LI Y] = [bl by Ubs L 1] (212)

where A and Y are square matrices, the b;’s and x;’s are column vectors, and 1 is
the identity matrix, simultaneously solves the linear sets

A'X1:b1 A-X2=b2 A'X3:b3 (213)
and

A-Y=1 (2.1.4)

Now it is also elementary to verify the following facts about (2.1.1):

e Interchanging any two rows of A and the corresponding rows of the b’s
and of 1, does not change (or scramble in any way) the solution x’s and
Y. Rather, it just corresponds to writing the same set of linear equations
in a different order.

e Likewise, the solution set is unchanged and in no way scrambled if we
replace any row in A by alinear combination of itself and any other row,
as long as we do the same linear combination of the rows of theb’sand 1
(which then is no longer the identity matrix, of course).

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny
‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad



2.1 Gauss-Jordan Elimination 29

e Interchanging any two columns of A gives the same solution set only
if we simultaneously interchange corresponding rows of the x’'s and of
Y. In other words, this interchange scrambles the order of the rows in
the solution. If we do this, we will need to unscramble the solution by
restoring the rows to their origina order.
Gauss-Jordan elimination uses one or more of the above operations to reduce
the matrix A to the identity matrix. When this is accomplished, the right-hand side
becomes the solution set, as one sees instantly from (2.1.2).

Pivoting

In “Gauss-Jordan elimination with no pivoting,” only the second operation in
the above list is used. The first row is divided by the element a; (this being a
trivial linear combination of the first row with any other row — zero coefficient for
the other row). Then the right amount of the first row is subtracted from each other
row to make al the remaining a;;'s zero. The first column of A now agrees with
the identity matrix. We move to the second column and divide the second row by
as2, then subtract the right amount of the second row from rows 1, 3, and 4, so asto
make their entries in the second column zero. The second column is now reduced
to the identity form. And so on for the third and fourth columns. As we do these
operationsto A, we of course aso do the corresponding operationsto the b’s and to
1 (which by now no longer resembles the identity matrix in any way!).

Obviously we will runinto trouble if we ever encounter a zero element on the
(then current) diagonal when we are going to divide by the diagonal element. (The
element that we divide by, incidentally, is called the pivot element or pivot.) Not so
obvious, but true, isthe fact that Gauss-Jordan elimination with no pivoting (no use of
thefirst or third proceduresin the above list) is numerically unstablein the presence
of any roundoff error, even when a zero pivot is not encountered. You must never do
Gauss-Jordan elimination (or Gaussian elimination, see below) without pivoting!

So what is this magic pivoting? Nothing more than interchanging rows (partial
pivoting) or rows and columns (full pivoting), so as to put a particularly desirable
element in the diagonal position from which the pivot is about to be selected. Since
we don’t want to mess up the part of theidentity matrix that we have already built up,
we can choose among elements that are both (i) on rows below (or on) the one that
is about to be normalized, and also (ii) on columns to the right (or on) the column
we are about to eliminate. Partial pivoting is easier than full pivoting, because we
don’t have to keep track of the permutation of the solution vector. Partial pivoting
makes available as pivots only the elements already in the correct column. It turns
out that partial pivoting is “almost” as good as full pivoting, in a sense that can be
made mathematically precise, but which need not concern us here (for discussion
and references, see [1]). To show you both variants, we do full pivoting in the routine
in this section, partial pivoting in §2.3.

We have to state how to recognize a particularly desirable pivot when we see
one. The answer to this is not completely known theoretically. It is known, both
theoretically and in practice, that simply picking the largest (in magnitude) available
element as the pivot isavery good choice. A curiosity of this procedure, however, is
that the choice of pivot will depend onthe original scaling of the equations. If wetake
the third linear equation in our original set and multiply it by afactor of amillion, it
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30 Chapter 2. Solution of Linear Algebraic Equations

isalmost guaranteed that it will contribute the first pivot; yet the underlying solution
of the equationsis not changed by thismultiplication! One therefore sometimes sees
routines which choose as pivot that element which would have been largest if the
original equations had all been scaled to have their largest coefficient normalized to
unity. Thisiscalled implicit pivoting. Thereis some extrabookkeeping to keep track
of the scale factors by which the rows would have been multiplied. (Theroutinesin
§2.3 include implicit pivoting, but the routine in this section does not.)

Finally, let us consider the storage requirements of the method. With a little
reflection you will see that at every stage of the algorithm, either an element of A is
predictably aone or zero (if it isaready in apart of the matrix that has been reduced
to identity form) or else the exactly corresponding element of the matrix that started
as 1ispredictably aoneor zero (if itsmatein A has not been reduced to the identity
form). Therefore the matrix 1 does not have to exist as separate storage: The matrix
inverse of A is gradually built up in A as the original A is destroyed. Likewise,
the solution vectors x can gradually replace the right-hand side vectors b and share
the same storage, since after each column in A is reduced, the corresponding row
entry in the b’s is never again used.

Here is the routine for Gauss-Jordan elimination with full pivoting:

SUBROUTINE gaussj(a,n,np,b,m,mp)

INTEGER m,mp,n,np,NMAX

REAL a(np,np),b(np,mp)

PARAMETER (NMAX=50)
Linear equation solution by Gauss-Jordan elimination, equation (2.1.1) above. a(1:n,1:n)
is an input matrix stored in an array of physical dimensions np by np. b(1:n,1:m) is an in-
put matrix containing the m right-hand side vectors, stored in an array of physical dimensions
np by mp. On output, a(1:n,1:n) is replaced by its matrix inverse, and b(1:n,1:m) is
replaced by the corresponding set of solution vectors.
Parameter: NMAX is the largest anticipated value of n.

INTEGER i,icol,irow,j,k,1,11,indxc (NMAX) ,indxr(NMAX),

ipiv(NMAX) The integer arrays ipiv, indxr, and indxc are used
REAL big,dum,pivinv for bookkeeping on the pivoting.
doun j=1,n
ipiv(j)=0
enddo 11
do2 i=1,n This is the main loop over the columns to be re-
big=0. duced.
do 13 j=1,n This is the outer loop of the search for a pivot ele-
if (ipiv(j) .ne.1)then ment.
do 12 k=1,n

if (ipiv(k).eq.0) then
if (abs(a(j,k)).ge.big)then
big=abs(a(j,k))

irow=j
icol=k
endif
endif
enddo 12
endif
enddo 13

ipiv(icol)=ipiv(icol)+1
We now have the pivot element, so we interchange rows, if needed, to put the pivot
element on the diagonal. The columns are not physically interchanged, only relabeled:

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad

‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes



2.1 Gauss-Jordan Elimination 31

indxc (i), the column of the ith pivot element, is the ith column that is reduced, while
indxr (i) is the row in which that pivot element was originally located. If indxr(i) #
indxc (i) there is an implied column interchange. With this form of bookkeeping, the
solution b's will end up in the correct order, and the inverse matrix will be scrambled
by columns.
if (irow.ne.icol) then
do14 1=1,n
dum=a(irow,1)
a(irow,1l)=a(icol,1)
a(icol,1l)=dum
enddo 14
do1s 1=1,m
dum=b (irow,1)
b(irow,1)=b(icol,1)
b(icol,1l)=dum

enddo 15
endif
indxr(i)=irow We are now ready to divide the pivot row by the pivot
indxc(i)=icol element, located at irow and icol.

if (a(icol,icol).eq.0.) pause ’singular matrix in gaussj’
pivinv=1./a(icol,icol)
a(icol,icol)=1.

dos 1=1,n
a(icol,l)=a(icol,l)*pivinv

enddo 16

do17 1=1,m
b(icol,1)=b(icol,1)*pivinv

enddo 17

do2 11=1,n Next, we reduce the rows...
if(1l.ne.icol)then ...except for the pivot one, of course.

dum=a(11l,icol)
a(ll,icol)=0.

do s 1=1,n
a(11l,1)=a(11,1)-a(icol,1l)*dum
enddo 18
do19 1=1,m
b(11,1)=b(11,1)-b(icol,1)*dum
enddo 19
endif
enddo 21
enddo 22 This is the end of the main loop over columns of the reduction.
do24 1=n,1,-1 It only remains to unscramble the solution in view
if (indxr (1) .ne.indxc(1l))then of the column interchanges. We do this by in-
do 23 k=1,n terchanging pairs of columns in the reverse order
dum=a (k,indxr (1)) that the permutation was built up.

a(k,indxr(1))=a(k,indxc(1))
a(k,indxc(1))=dum
enddo 23
endif
enddo 24
return And we are done.
END

Row versus Column Elimination Strategies

The above discussion can be amplified by a modest amount of formalism. Row
operations on a matrix A correspond to pre- (that is, left-) multiplication by some simple
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32 Chapter 2. Solution of Linear Algebraic Equations

matrix R. For example, the matrix R with components

1 ifi=jandi##2,4
)1 ifi=2,5=14
Rij =4 ifi—4 -2 (2.1.5)
0 otherwise

effects the interchange of rows 2 and 4. Gauss-Jordan elimination by row operations alone
(including the possihility of partial pivoting) consists of a series of such left-multiplications,
yielding successively

A-Xx=b
(++R3-Ry-R;-A)-Xx=---Rg-Ry-Ry-b
(2.1.6)
(1) x=--R3-R2-R;-b
X=---R3-Rs-R;-b

The key point is that since the R’s build from right to Ieft, the right-hand side is simply
transformed at each stage from one vector to another.

Column operations, on the other hand, correspond to post-, or right-, multiplications
by simple matrices, call them C. The matrix in equation (2.1.5), if right-multiplied onto a
matrix A, will interchange A’s second and fourth columns. Elimination by column operations
involves (conceptually) inserting a column operator, and also its inverse, between the matrix
A and the unknown vector x:

A-x=b

A-C;-Ci'-x=b
A-Ci-Cy-Cy'-Cil-x=b (2.1.7)

(A-C;-Cy-C3--+)---C3'-Cy"-Ci'-x=b

(1)---c3'-c;'-cit-x=b

which (peeling of the C™!’s one at a time) implies a solution
X:C1~C2~C3'~~b (218)

Notice the essential difference between equation (2.1.8) and equation (2.1.6). In the
latter case, the C's must be applied to b in the reverse order from that in which they become
known. That is, they must all be stored along the way. This requirement greatly reduces
the usefulness of column operations, generally restricting them to simple permutations, for
example in support of full pivoting.

CITED REFERENCES AND FURTHER READING:

Wilkinson, J.H. 1965, The Algebraic Eigenvalue Problem (New York: Oxford University Press). [1]

Carnahan, B., Luther, H.A., and Wilkes, J.O. 1969, Applied Numerical Methods (New York:
Wiley), Example 5.2, p. 282.

Bevington, P.R. 1969, Data Reduction and Error Analysis for the Physical Sciences (New York:
McGraw-Hill), Program B-2, p. 298.

Westlake, J.R. 1968, A Handbook of Numerical Matrix Inversion and Solution of Linear Equations
(New York: Wiley).

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.3-1.
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2.2 Gaussian Elimination with Backsubstitution 33

2.2 Gaussian Elimination with Backsubstitution

The usefulness of Gaussian elimination with backsubstitution is primarily
pedagogical. It stands between full elimination schemes such as Gauss-Jordan, and
triangular decomposition schemes such as will be discussed in the next section.
Gaussian elimination reduces a matrix not all the way to the identity matrix, but
only halfway, to a matrix whose components on the diagonal and above (say) remain
nontrivial. Let us now see what advantages accrue.

Suppose that in doing Gauss-Jordan elimination, as described in §2.1, we at
each stage subtract away rows only below the then-current pivot element. When a o5
is the pivot element, for example, we divide the second row by its value (as before),
but now use the pivot row to zero only ass and a4z, NOt a1o (See equation 2.1.1).
Suppose, also, that we do only partial pivoting, never interchanging columns, so that
the order of the unknowns never needs to be modified.

Then, when we have done this for all the pivots, we will be left with a reduced
equation that looks like this (in the case of a single right-hand side vector):

/ / li / /
aj; G2 @13 QAyy T by
/ lA / /

0 ay agy asy| a2 | _ | by (2.2.1)

0 0 ahs a x5 |~ | b -

33 Q34 3 3
/ /
O O O a44 Ty 4

Here the primes signify that the a's and b’'s do not have their original numerical
values, but have been modified by all the row operations in the elimination to this
point. The procedure up to this point is termed Gaussian elimination.

Backsubstitution

But how do we solve for the 2's? The last « (x4 in this example) is already
isolated, namely

xq =b)/aly, (2.2.2)
With the last = known we can move to the penultimate z,

1
z3 = ——[by — z4aby] (2.2.3)

ass

and then proceed with the x before that one. The typical step is

1 N
Ti=— b — Z ;T (2.2.4)
& j=i+1
The procedure defined by eguation (2.2.4) is called backsubstitution. The com-
bination of Gaussian elimination and backsubstitution yields a solution to the set
of equations.
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But how do we solve for the 2's? The last « (x4 in this example) is already
isolated, namely

xq =b)/aly, (2.2.2)
With the last = known we can move to the penultimate z,

1
z3 = ——[by — z4aby] (2.2.3)
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and then proceed with the x before that one. The typical step is

1 N
Ti=— b — Z ;T (2.2.4)
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The procedure defined by eguation (2.2.4) is called backsubstitution. The com-
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34 Chapter 2. Solution of Linear Algebraic Equations

The advantage of Gaussian elimination and backsubstitution over Gauss-Jordan
elimination is simply that the former is faster in raw operations count: The
innermost loops of Gauss-Jordan elimination, each containing one subtraction and
one multiplication, are executed N2 and N2 M times (where there are N equations
and M unknowns). The corresponding loops in Gaussian elimination are executed
only %N 3 times (only half the matrix is reduced, and the increasing numbers of
predictable zeros reduce the count to one-third), and %N 2M times, respectively.
Each backsubstitution of aright-hand side is %N 2 executions of a similar loop (one
multiplication plus one subtraction). For M <« N (only a few right-hand sides)
Gaussian elimination thus has about a factor three advantage over Gauss-Jordan.
(We could reduce this advantage to a factor 1.5 by not computing the inverse matrix
as part of the Gauss-Jordan scheme.)

For computing the inverse matrix (which we can view as the case of M = N
right-hand sides, namely the N unit vectors which are the columns of the identity
matrix), Gaussian elimination and backsubstitution at first glancerequire %N 3 (matrix
reduction) +21N? (right-hand side manipulations) +2 N3 (IV backsubstitutions)
= %N 3 loop executions, which is more than the N 3 for Gauss-Jordan. However, the
unit vectors are quite specia in containing all zeros except for one element. If this
is taken into account, the right-side manipulations can be reduced to only %N 3 loop
executions, and, for matrix inversion, the two methods have identical efficiencies.

Both Gaussian elimination and Gauss-Jordan elimination share the disadvantage
that all right-hand sides must be known in advance. The LU decomposition method
in the next section does not share that deficiency, and also has an equally small
operations count, both for solution with any number of right-hand sides, and for
matrix inversion. For this reason we will not implement the method of Gaussian
elimination as a routine.

CITED REFERENCES AND FURTHER READING:

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.3-1.

Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), §2.1.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), §2.2.1.

Westlake, J.R. 1968, A Handbook of Numerical Matrix Inversion and Solution of Linear Equations
(New York: Wiley).

2.3 LU Decomposition and Its Applications

Suppose we are able to write the matrix A as a product of two matrices,
L-U=A (2.3.1)

where L islower triangular (has elements only on the diagonal and below) and U
is upper triangular (has elements only on the diagona and above). For the case of
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innermost loops of Gauss-Jordan elimination, each containing one subtraction and
one multiplication, are executed N2 and N2 M times (where there are N equations
and M unknowns). The corresponding loops in Gaussian elimination are executed
only %N 3 times (only half the matrix is reduced, and the increasing numbers of
predictable zeros reduce the count to one-third), and %N 2M times, respectively.
Each backsubstitution of aright-hand side is %N 2 executions of a similar loop (one
multiplication plus one subtraction). For M <« N (only a few right-hand sides)
Gaussian elimination thus has about a factor three advantage over Gauss-Jordan.
(We could reduce this advantage to a factor 1.5 by not computing the inverse matrix
as part of the Gauss-Jordan scheme.)

For computing the inverse matrix (which we can view as the case of M = N
right-hand sides, namely the N unit vectors which are the columns of the identity
matrix), Gaussian elimination and backsubstitution at first glancerequire %N 3 (matrix
reduction) +21N? (right-hand side manipulations) +2 N3 (IV backsubstitutions)
= %N 3 loop executions, which is more than the N 3 for Gauss-Jordan. However, the
unit vectors are quite specia in containing all zeros except for one element. If this
is taken into account, the right-side manipulations can be reduced to only %N 3 loop
executions, and, for matrix inversion, the two methods have identical efficiencies.

Both Gaussian elimination and Gauss-Jordan elimination share the disadvantage
that all right-hand sides must be known in advance. The LU decomposition method
in the next section does not share that deficiency, and also has an equally small
operations count, both for solution with any number of right-hand sides, and for
matrix inversion. For this reason we will not implement the method of Gaussian
elimination as a routine.

CITED REFERENCES AND FURTHER READING:

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.3-1.

Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), §2.1.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), §2.2.1.

Westlake, J.R. 1968, A Handbook of Numerical Matrix Inversion and Solution of Linear Equations
(New York: Wiley).

2.3 LU Decomposition and Its Applications

Suppose we are able to write the matrix A as a product of two matrices,
L-U=A (2.3.1)

where L islower triangular (has elements only on the diagonal and below) and U
is upper triangular (has elements only on the diagona and above). For the case of
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2.3 LU Decomposition and Its Applications 35

a4 x 4 matrix A, for example, equation (2.3.1) would look like this:

ain 0 0 0 B11 Bz Bz Bia ail ai2 aiz  ai4

az a2 0 0 | . | 0 P22 P23 P2a| _ [a21 a2z a2z ax

agr az2 asz 0 0 0 B33 B34 a3l az2 as3  as4

Q41 Q42 43 Q44 0 0 0 B a41 Q42 Q43 Q44
(23.2)

We can use a decomposition such as (2.3.1) to solve the linear set
A-x=(L-U)-x=L-U-x)=b (23.3)
by first solving for the vector y such that

L-y=b (2.3.4)
and then solving
U-x=y (2.3.5)

What is the advantage of breaking up one linear set into two successive ones?
The advantage is that the solution of atriangular set of equationsis quite trivial, as
we have already seen in §2.2 (equation 2.2.4). Thus, equation (2.3.4) can be solved
by forward substitution as follows,

b1
yr=—
i1
) i1 (2.3.6)
i =— |bi — iiYi =2,3,...,N
Y Q4 Flajyj '

while (2.3.5) can then be solved by backsubstitution exactly asin equations (2.2.2)—
(2.2.9),

xN:—yN

BNN

1 N (2.3.7)
2= — |y — By i=N-1,N-2...,1

B |V 2 P

j=i+1

Equations (2.3.6) and (2.3.7) total (for each right-hand side b) NV 2 executions
of an inner loop containing one multiply and one add. If we have N right-hand
sides which are the unit column vectors (which is the case when we are inverting a
matrix), then taking into account the leading zeros reduces the total execution count
of (2.3.6) from 1 N® to £ N3, while (2.3.7) is unchanged at $ N*.

Notice that, once we have the LU decomposition of A, we can solve with as
many right-hand sides as we then care to, one at atime. Thisisadistinct advantage
over the methods of §2.1 and §2.2.
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36 Chapter 2. Solution of Linear Algebraic Equations

Performing the LU Decomposition

How then can we solve for L and U, given A? First, we write out the
1, jth component of equation (2.3.1) or (2.3.2). That component always is a sum
beginning with
i+ =g
The number of termsin the sum depends, however, on whether i or j is the smaller
number. We have, in fact, the three cases,

<7 ;1015 + aizfej + - + @i fBij = aij (2.3.8)
i=J: i1 B + By + - 4 i B = agj (2.3.9)
©>7: ;101 + B + - - + i B = aij (2.3.10)

Equations (2.3.8)«(2.3.10) total N 2 equationsfor the N2 + N unknown a’sand
('s (the diagonal being represented twice). Sincethe number of unknownsis greater
than the number of equations, we areinvited to specify IV of the unknownsarbitrarily
andthentry to solvefor theothers. Infact, asweshall seg, itisalways possibleto take

A surprising procedure, now, is Crout’s algorithm, which quite trivially solves
theset of N2 4 N equations (2.3.8)—(2.3.11) for all the o’sand 3’s by just arranging
the equations in a certain order! That order is as follows:

e Setay;; =1,i=1,...,N (equation 2.3.11).

e For each j = 1,2,3,..., N do these two procedures. First, for i =

1,2,...,7,use(23.8), (2.3.9), and (2.3.11) to solve for §;;, namely

i—1
Bij = aij — Z ik Brj - (23.12)
k=1

(Wheni = 1in2.3.12the summationtermistaken to mean zero.) Second,
fori=j+1,5+2,...,N use(2.3.10) to solve for «;;, namely

1 el
Qij = 53— (aij -> aikﬁkj) : (2.3.13)
Bii k=1
Be sure to do both procedures before going on to the next ;.

If you work through a few iterations of the above procedure, you will see that
the o’s and 3’s that occur on the right-hand side of equations (2.3.12) and (2.3.13)
are already determined by the time they are needed. You will also see that every a ;;
is used only once and never again. This meansthat the corresponding o ;; or 3;; can
be stored in the location that the « used to occupy: the decompositionis “in place.”
[The diagonal unity elements «;; (equation 2.3.11) are not stored at al.] In brief,
Crout’'s method fills in the combined matrix of o's and s,

B P2 Bz Pua
a1 Paz P2z P
2.3.14
as1 as2 33 P34 ( )
Qg1 a2 43 Paa
by columns from left to right, and within each column from top to bottom (see
Figure 2.3.1).
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pd

etc.

/
w -

e
1

(=)
=

-

-
-’

1

B
’

<,

4

— —

Figure 2.3.1. Crout's algorithm for LU decomposition of a matrix. Elements of the origina matrix are
modified in the order indicated by lower case letters. a, b, ¢, etc. Shaded boxes show the previously
modified elements that are used in modifying two typical elements, each indicated by an “x”.

What about pivoting? Pivoting (i.e., selection of a salubrious pivot element for
the division in equation 2.3.13) is absolutely essential for the stability of Crout's
method. Only partial pivoting (interchange of rows) can be implemented efficiently.
However this is enough to make the method stable. This means, incidentally, that
we don't actually decompose the matrix A into LU form, but rather we decompose
a rowwise permutation of A. (If we keep track of what that permutation is, this
decomposition is just as useful as the original one would have been.)

Pivoting is dlightly subtle in Crout’s algorithm. The key point to notice is that
equation (2.3.12) in the case of ¢ = j (its final application) is exactly the same as
equation (2.3.13) except for the division in the latter equation; in both cases the
upper limit of thesumisk = j — 1 (= ¢ — 1). This means that we don’t have to
commit ourselves as to whether the diagonal element /;; is the one that happens
to fall on the diagonal in the first instance, or whether one of the (undivided) o ;;'s
belowitinthecolumn,i = j+1,..., N,istobe"promoted” to becomethe diagonal
(. This can be decided after all the candidates in the column are in hand. Asyou
should be able to guess by now, we will choose the largest one as the diagonal
(pivot element), then do all the divisions by that element en masse. Thisis Crout’s
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38 Chapter 2. Solution of Linear Algebraic Equations

method with partial pivoting. Our implementation has one additional wrinkle: It
initially finds the largest element in each row, and subsequently (when it is looking
for the maximal pivot element) scales the comparison asif we had initially scaled all
the equations to make their maximum coefficient equal to unity; thisis the implicit
pivoting mentioned in §2.1.

SUBROUTINE ludcmp(a,n,np,indx,d)

INTEGER n,np,indx(n) ,NMAX

REAL d,a(np,np),TINY

PARAMETER (NMAX=500,TINY=1.0e-20) Largest expected n, and a small number.
Given a matrix a(1:n,1:n), with physical dimension np by np, this routine replaces it by
the LU decomposition of a rowwise permutation of itself. a and n are input. a is output,
arranged as in equation (2.3.14) above; indx(1:n) is an output vector that records the
row permutation effected by the partial pivoting; d is output as £1 depending on whether
the number of row interchanges was even or odd, respectively. This routine is used in
combination with 1ubksb to solve linear equations or invert a matrix.

INTEGER i,imax,j,k

REAL aamax,dum,sum,vv(NMAX) vv stores the implicit scaling of each row.
da=1. No row interchanges yet.
do12 i=1,n Loop over rows to get the implicit scaling informa-
aamax=0. tion.
dou j=1,n
if (abs(a(i,j)).gt.aamax) aamax=abs(a(i,j))
enddo 11
if (aamax.eq.0.) pause ’singular matrix in ludcmp’ No nonzero largest element.
vv(i)=1./aamax Save the scaling.
enddo 12
do 19 j=1,n This is the loop over columns of Crout's method.
dos i=1,j-1 This is equation (2.3.12) except for i = j.
sum=a(i,j)
do 13 k=1,i-1
sum=sum-a(i,k)*a(k,j)
enddo 13
a(i,j)=sum
enddo 14
aamax=0. Initialize for the search for largest pivot element.
do1 i=j,n This is ¢ = j of equation (2.3.12) and i = j+1... N
sum=a(i,j) of equation (2.3.13).
do1s k=1,j-1
sum=sum-a(i,k)*a(k,j)
enddo 15
a(i,j)=sum
dum=vv (i) *abs (sum) Figure of merit for the pivot.
if (dum.ge.aamax) then Is it better than the best so far?
imax=i
aamax=dum
endif
enddo 16
if (j.ne.imax)then Do we need to interchange rows?
do 17 k=1,n Yes, do so...

dum=a (imax,k)
a(imax,k)=a(j,k)

a(j,k)=dum
enddo 17
d=-d ...and change the parity of d.
vv(imax)=vv(j) Also interchange the scale factor.

endif

indx (j)=imax

if(a(j,j).eq.0.)a(j,j)=TINY
If the pivot element is zero the matrix is singular (at least to the precision of the al-
gorithm). For some applications on singular matrices, it is desirable to substitute TINY
for zero.
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2.3 LU Decomposition and Its Applications 39

if (j.ne.n)then Now, finally, divide by the pivot element.
dum=1./a(j,j)
dois i=j+1,n
a(i,j)=a(i,j)*dum
enddo 18
endif
enddo 19 Go back for the next column in the reduction.
return
END

Here isthe routine for forward substitution and backsubstitution, implementing
equations (2.3.6) and (2.3.7).

SUBROUTINE lubksb(a,n,np,indx,b)

INTEGER n,np,indx(n)

REAL a(np,np),b(n)
Solves the set of n linear equations A - X = B. Here a is input, not as the matrix A but
rather as its LU decomposition, determined by the routine ludcmp. indx is input as the
permutation vector returned by ludcmp. b(1:n) is input as the right-hand side vector B,
and returns with the solution vector X. a, n, np, and indx are not modified by this routine
and can be left in place for successive calls with different right-hand sides b. This routine
takes into account the possibility that b will begin with many zero elements, so it is efficient
for use in matrix inversion.

INTEGER i,ii,j,11

REAL sum

ii=0 When ii is set to a positive value, it will become the in-

do12 i=1,n dex of the first nonvanishing element of b. We now do
11=indx (i) the forward substitution, equation (2.3.6). The only new
sum=b(11) wrinkle is to unscramble the permutation as we go.
b(11)=b(i)

if (ii.ne.0)then
dou j=ii,i-1
sum=sum-a(i,j)*b(j)

enddo 11
else if (sum.ne.0.) then
ii=i A nonzero element was encountered, so from now on we will
endif have to do the sums in the loop above.
b(i)=sum
enddo 12
do 14 i=n,1,-1 Now we do the backsubstitution, equation (2.3.7).
sum=b (i)

do13 j=i+1,n
sum=sum-a(i,j)*b(j)

enddo 13

b(i)=sum/a(i,i) Store a component of the solution vector X.
enddo 14
return All done!

END

The LU decomposition in ludcmp requires about %N 3 executions of the inner
loops (each with one multiply and one add). This is thus the operation count
for solving one (or a few) right-hand sides, and is a factor of 3 better than the
Gauss-Jordan routine gaussj which was given in §2.1, and a factor of 1.5 better
than a Gauss-Jordan routine (not given) that does not compute the inverse matrix.
For inverting a matrix, the total count (including the forward and backsubstitution
as discussed following equation 2.3.7 above) is (% + + + 1)N® = N?, the same
as gaussj.
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40 Chapter 2. Solution of Linear Algebraic Equations

To summarize, this is the preferred way to solve the linear set of equations
A-x = b

call ludcmp(a,n,np,indx,d)
call lubksb(a,n,np,indx,b)

The answer x will be returned in b. Your original matrix A will have been
destroyed.

If you subsequently want to solve a set of equations with the same A but a
different right-hand side b, you repeat only

call lubksb(a,n,np,indx,b)

not, of course, with the original matrix A, but with a and indx as were already
returned from ludcmp.

Inverse of a Matrix

Using the above LU decomposition and backsubstitution routines, it is com-
pletely straightforward to find the inverse of a matrix column by column.

INTEGER np,indx(np)
REAL a(np,np),y(np,np)

do12 i=1,n Set up identity matrix.

dou j=1,n

y(i,j)=0.

enddo 11

y(i,i)=1.
enddo 12
call ludcmp(a,n,np,indx,d) Decompose the matrix just once.
do13 j=1,n Find inverse by columns.

call lubksb(a,n,np,indx,y(1,j))
Note that FORTRAN stores two-dimensional matrices by column, so y(1,j) is the
address of the jth column of y.
enddo 13

The matrix y will now contain the inverse of the original matrix a, which will have
been destroyed. Alternatively, there is nothing wrong with using a Gauss-Jordan
routine like gaussj (§2.1) to invert a matrix in place, again destroying the original.
Both methods have practically the same operations count.

Incidentally, if you ever have the need to compute A ~! - B from matrices A
and B, you should LU decompose A and then backsubstitute with the columns of
B instead of with the unit vectors that would give A’s inverse. This saves a whole
matrix multiplication, and is also more accurate.
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2.3 LU Decomposition and Its Applications 41

Determinant of a Matrix

The determinant of an LU decomposed matrix is just the product of the
diagonal elements,

N
det =[] 8 (2.3.15)
j=1

We don’t, recall, compute the decomposition of the original matrix, but rather a
decomposition of a rowwise permutation of it. Luckily, we have kept track of
whether the number of row interchanges was even or odd, so we just preface the
product by the corresponding sign. (You now finally know the purpose of returning
d in the routine ludcmp.)

Calculation of a determinant thus requires one call to 1udcmp, with no subse-
guent backsubstitutions by 1ubksb.

INTEGER np, indx(np)
REAL a(np,np)

call ludcmp(a,n,np,indx,d) This returns d as +1.
dou j=1,n

d=d*a(j,j)
enddo 11

The variable d now contains the determinant of the origina matrix a, which will
have been destroyed.

For a matrix of any substantial size, it is quite likely that the determinant will
overflow or underflow your computer’s floating-point dynamic range. In this case
you can modify the loop of the above fragment and (e.g.) divide by powers of ten,
to keep track of the scale separately, or (e.g.) accumulate the sum of logarithms of
the absolute values of the factors and the sign separately.

Complex Systems of Equations

If your matrix A isreal, but the right-hand side vector is complex, say b + <d, then (i)
LU decompose A in the usual way, (ii) backsubstitute b to get the real part of the solution
vector, and (iii) backsubstitute d to get the imaginary part of the solution vector.

If the matrix itself is complex, so that you want to solve the system

(A+iC) - (x +1iy) = (b +id) (2.3.16)

then there are two possible ways to proceed. The best way is to rewrite ludcmp and 1ubksb
as complex routines. Complex modulus substitutes for absolute value in the construction of
the scaling vector vv and in the search for the largest pivot elements. Everything else goes
through in the obvious way, with complex arithmetic used as needed.
A quick-and-dirty way to solve complex systems is to take the rea and imaginary
parts of (2.3.16), giving
A-x—C-y=b
(2.3.17)
C-x+A.y=d

which can be written as a 2N x 2N set of real equations,

EEE-G e
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42 Chapter 2. Solution of Linear Algebraic Equations

and then solved with 1udcmp and 1ubksb in their present forms. This scheme is a factor of
2 inefficient in storage, since A and C are stored twice. It is aso a factor of 2 inefficient
in time, since the complex multiplies in a complexified version of the routines would each
use 4 real multiplies, while the solution of 22N x 2N problem involves 8 times the work of
an N x N one. If you can tolerate these factor-of-two inefficiencies, then equation (2.3.18)
is an easy way to proceed.

CITED REFERENCES AND FURTHER READING:

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), Chapter 4.

Dongarra, J.J., et al. 1979, LINPACK User’s Guide (Philadelphia: S.I.LA.M.).

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), §3.3, and p. 50.

Forsythe, G.E., and Moler, C.B. 1967, Computer Solution of Linear Algebraic Systems (Engle-
wood Cliffs, NJ: Prentice-Hall), Chapters 9, 16, and 18.

Westlake, J.R. 1968, A Handbook of Numerical Matrix Inversion and Solution of Linear Equations
(New York: Wiley).

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
84.2.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.11.

Horn, R.A., and Johnson, C.R. 1985, Matrix Analysis (Cambridge: Cambridge University Press).

2.4 Tridiagonal and Band Diagonal Systems
of Equations

The special case of a system of linear equations that is tridiagonal, that is, has
nonzero elements only on the diagonal plus or minus one column, is one that occurs
frequently. Also common are systemsthat are band diagonal, with nonzero el ements
only along afew diagonal lines adjacent to the main diagonal (above and below).

For tridiagonal sets, the procedures of LU decomposition, forward- and back-
substitution each take only O(N') operations, and the whole solution can be encoded
very concisely. Theresulting routinetridag isonethat wewill usein later chapters.

Naturally, one does not reserve storage for the full N x N matrix, but only for
the nonzero components, stored as three vectors. The set of equationsto be solvedis

bl C1 0 U1l T1
az by ca - Us o
—| | (241
an—1 byn—1 cN—1 UN—1 TN-1
O anN bN UN TN

Noticethat ¢, and ¢ areundefined and are not referenced by theroutinethat follows.
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and then solved with 1udcmp and 1ubksb in their present forms. This scheme is a factor of
2 inefficient in storage, since A and C are stored twice. It is aso a factor of 2 inefficient
in time, since the complex multiplies in a complexified version of the routines would each
use 4 real multiplies, while the solution of 22N x 2N problem involves 8 times the work of
an N x N one. If you can tolerate these factor-of-two inefficiencies, then equation (2.3.18)
is an easy way to proceed.

CITED REFERENCES AND FURTHER READING:

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), Chapter 4.

Dongarra, J.J., et al. 1979, LINPACK User’s Guide (Philadelphia: S.I.LA.M.).

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), §3.3, and p. 50.

Forsythe, G.E., and Moler, C.B. 1967, Computer Solution of Linear Algebraic Systems (Engle-
wood Cliffs, NJ: Prentice-Hall), Chapters 9, 16, and 18.

Westlake, J.R. 1968, A Handbook of Numerical Matrix Inversion and Solution of Linear Equations
(New York: Wiley).

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
84.2.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.11.

Horn, R.A., and Johnson, C.R. 1985, Matrix Analysis (Cambridge: Cambridge University Press).

2.4 Tridiagonal and Band Diagonal Systems
of Equations

The special case of a system of linear equations that is tridiagonal, that is, has
nonzero elements only on the diagonal plus or minus one column, is one that occurs
frequently. Also common are systemsthat are band diagonal, with nonzero el ements
only along afew diagonal lines adjacent to the main diagonal (above and below).

For tridiagonal sets, the procedures of LU decomposition, forward- and back-
substitution each take only O(N') operations, and the whole solution can be encoded
very concisely. Theresulting routinetridag isonethat wewill usein later chapters.

Naturally, one does not reserve storage for the full N x N matrix, but only for
the nonzero components, stored as three vectors. The set of equationsto be solvedis

bl C1 0 U1l T1
az by ca - Us o
—| | (241
an—1 byn—1 cN—1 UN—1 TN-1
O anN bN UN TN

Noticethat ¢, and ¢ areundefined and are not referenced by theroutinethat follows.
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2.4 Tridiagonal and Band Diagonal Systems of Equations 43

SUBROUTINE tridag(a,b,c,r,u,n)
INTEGER n,NMAX
REAL a(n),b(m),c(n),r(n),uln)
PARAMETER (NMAX=500)
Solves for a vector u(1:n) of length n the tridiagonal linear set given by equation (2.4.1).
a(l:n), b(1:n), c(1:n), and r(1:n) are input vectors and are not modified.
Parameter: NMAX is the maximum expected value of n.
INTEGER j
REAL bet,gam(NMAX) One vector of workspace, gam is needed.
if(b(1).eq.0.)pause ’tridag: rewrite equations’
If this happens then you should rewrite your equations as a set of order N — 1, with ug
trivially eliminated.
bet=b(1)
u(1)=r(1)/bet
dou j=2,n Decomposition and forward substitution.
gam(j)=c(j-1)/bet
bet=b(j)-a(j)*gam(j)

if (bet.eq.0.)pause ’tridag failed’ Algorithm fails; see below.
u(j)=(r(G)-a(j)*u(j-1))/vet

enddo 11

do12 j=n-1,1,-1 Backsubstitution.
u(j)=u(j)-gam(j+1)*u(j+1)

enddo 12

return

END

There is no pivoting in tridag. It is for this reason that tridag can fail
(pause) even when the underlying matrix is nonsingular: A zero pivot can be
encountered even for a nonsingular matrix. In practice, thisis not something to lose
dleep about. The kinds of problems that lead to tridiagonal linear sets usually have
additional properties which guarantee that the algorithm in tridag will succeed.
For example, if

bjl > lal +1¢;|  j=1,...,N (2.4.2)

(called diagonal dominance) then it can be shown that the al gorithm cannot encounter
a zero pivot.

It is possible to construct special examplesin which the lack of pivoting in the
algorithm causes numerical instability. Inpractice, however, suchinstability isalmost
never encountered — unlike the general matrix problem where pivoting is essential.

The tridiagonal agorithm is the rare case of an algorithm that, in practice, is
more robust than theory says it should be. Of course, should you ever encounter a
problem for which tridag fails, you can instead use the more general method for
band diagonal systems, now described (routines bandec and banbks).

Some other matrix forms consisting of tridiagonal with a small number of
additional elements (e.g., upper right and lower left corners) also allow rapid
solution; see §2.7.

Band Diagonal Systems

Where tridiagonal systems have nonzero elements only on the diagonal plus or minus
one, band diagonal systemsare slightly more general and have (say) mu > 0 nonzero elements
immediately to the |eft of (below) the diagonal and m2 > 0 nonzero elementsimmediately to
itsright (aboveit). Of course, thisisonly a useful classification if m; and m» areboth < N.
In that case, the solution of the linear system by LU decomposition can be accomplished
much faster, and in much less storage, than for the general N x N case.
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44 Chapter 2. Solution of Linear Algebraic Equations

The precise definition of a band diagona matrix with elements a;; is that
ai;j =0 when j>i+mo oOf i>j+m (2.4.3)

Band diagonal matrices are stored and manipulated in a so-called compact form, which results
if the matrix is tilted 45° clockwise, so that its nonzero elements lie in a long, narrow
matrix with m1 4+ 1 + mo columns and N rows. This is best illustrated by an example:
The band diagonal matrix

3 1.0 0 0 0 O
4 1 5 0 0 00
9 2 6 5 0 0 O
0358900 (2.4.4)
007 9 3 20
00 0 3 8 4 6
00 0 0 2 4 4
whichhas N = 7, m; = 2, and mz = 1, is stored compactly asthe 7 x 4 matrix,
(2.4.5)

NWJwok 8
=00 O Ut kR
= WO o= W
8 ON O OOt

Here = denotes elements that are wasted space in the compact format; these will not be
referenced by any manipulations and can have arbitrary values. Notice that the diagona
of the original matrix appears in column m; + 1, with subdiagonal elements to its left,
superdiagonal elements to its right.

The simplest manipulation of a band diagonal matrix, stored compactly, is to multiply
it by a vector to itsright. Although this is algorithmically trivial, you might want to study
the following routine carefully, as an example of how to pull nonzero elements a;; out of the
compact storage format in an orderly fashion. Notice that, as always, the logical and physical
dimensions of a two-dimensional array can be different. Our convention isto pass N, my,
mg, and the physical dimensionsnp> N and mp > my + 1 + ma.

SUBROUTINE banmul(a,n,mi,m2,np,mp,x,b)

INTEGER ml,m2,mp,n,np

REAL a(np,mp),b(n),x(n)
Matrix multiply b = A - X, where A is band diagonal with m1 rows below the diagonal
and m2 rows above. The input vector X and output vector b are stored as x(1:n) and
b(1:n), respectively. The array a(1:n,1:m1+m2+1) stores A as follows: The diagonal
elements are in a(1:n,m1+1). Subdiagonal elements are in a(j:n,1:m1) (with 7 > 1
appropriate to the number of elements on each subdiagonal). Superdiagonal elements are
in a(1:5,m1+2:m1+m2+1) with 5 < n appropriate to the number of elements on each
superdiagonal.

INTEGER i,j,k

do12 i=1,n
b(i)=0.
k=i-m1-1
do 11 j=max(1l,1-k),min(mi+m2+1,n-k)

b(i)=b(i)+a(i,j)*x(j+k)

enddo 11

enddo 12

return

END
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2.4 Tridiagonal and Band Diagonal Systems of Equations 45

It is not possible to store the LU decomposition of a band diagonal matrix A quite
as compactly as the compact form of A itself. The decomposition (essentially by Crout's
method, see §2.3) produces additional nonzero “fill-ins.” One straightforward storage scheme
isto return the upper triangular factor (U) in the same space that A previously occupied, and
to return the lower triangular factor (L) in a separate compact matrix of size N x my. The
diagonal elements of U (whose product, times d = +1, gives the determinant) are returned
in the first column of A’s storage space.

The following routine, bandec, is the band-diagonal analog of 1udcmp in §2.3:

SUBROUTINE bandec(a,n,mi,m2,np,mp,al,mpl,indx,d)
INTEGER ml,m2,mp,mpl,n,np,indx(n)
REAL d,a(np,mp),al(np,mpl),TINY
PARAMETER (TINY=1.e-20)
Given an n X n band diagonal matrix A with m1 subdiagonal rows and m2 superdiagonal
rows, compactly stored in the array a(1:n,1:m1+m2+1) as described in the comment for
routine banmul, this routine constructs an LU decomposition of a rowwise permutation
of A. The upper triangular matrix replaces a, while the lower triangular matrix is returned
inal(1:n,1:m1). indx(1:n) is an output vector which records the row permutation
effected by the partial pivoting; d is output as 1 depending on whether the number of
row interchanges was even or odd, respectively. This routine is used in combination with
banbks to solve band-diagonal sets of equations.
INTEGER i,j,k,1,mm
REAL dum
mm=m1+m2+1
if (mm.gt.mp.or.ml.gt.mpl.or.n.gt.np) pause ’bad args in bandec’
1=m1
do 13 i=1,ml Rearrange the storage a bit.
do 11 j=mi1+2-i,mm
a(i,j-1=a(i,j)
enddo 11
1=1-1
do 12 j=mm-1,mm
a(i,j)=0.
enddo 12
enddo 13
d=1.
1=m1
do 18 k=1,n For each row...
dum=a(k,1)
i=k
if(1.1t.n)1=1+1
do 1 j=k+1,1 Find the pivot element.
if (abs(a(j,1)).gt.abs(dum))then
dum=a(j,1)
i=j
endif
enddo 14
indx(k)=i
if (dum.eq.0.) a(k,1)=TINY
Matrix is algorithmically singular, but proceed anyway with TINY pivot (desirable in some
applications).
if (i.ne.k)then Interchange rows.
d=-d
do1s j=1,mm
dum=a(k, j)
a(k,j)=a(i,j)
a(i,j)=dum
enddo 15
endif
do 17 i=k+1,1 Do the elimination.
dum=a(i,1)/a(k,1)
al(k,i-k)=dum
do16 j=2,mm
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46 Chapter 2. Solution of Linear Algebraic Equations

a(i,j-1)=a(i,j)-dum*a(k,j)
enddo 16
a(i,mm)=0.
enddo 17
enddo 18
return
END

Some pivoting is possible within the storage limitations of bandec, and the above
routine does take advantage of the opportunity. In general, when TINY is returned as a
diagonal element of U, then the original matrix (perhaps as modified by roundoff error)
isin fact singular. In this regard, bandec is somewhat more robust than tridag above,
which can fail agorithmically even for nonsingular matrices; bandec isthus also useful (with
m1 = mg = 1) for some ill-behaved tridiagonal systems.

Oncethematrix A has been decomposed, any number of right-hand sides can be solvedin
turn by repeated callsto banbks, the backsubstitution routine whose analog in §2.3 is Lubksb.

SUBROUTINE banbks(a,n,ml,m2,np,mp,al,mpl,indx,b)
INTEGER m1,m2,mp,mpl,n,np,indx(n)
REAL a(np,mp),al(np,mpl),b(n)
Given the arrays a, al, and indx as returned from bandec, and given a right-hand side
vector b(1:n), solves the band diagonal linear equations A - x = b. The solution vector X
overwrites b(1:n). The other input arrays are not modified, and can be left in place for
successive calls with different right-hand sides.
INTEGER i,k,1,mm
REAL dum
mm=ml+m2+1
if (mm.gt.mp.or.ml.gt.mpl.or.n.gt.np) pause ’bad args in banbks’
1=m1
do 12 k=1,n Forward substitution, unscrambling the permuted rows as we
i=indx (k) go.
if (i.ne.k)then
dum=b (k)
b(k)=b(i)
b(i)=dum
endif
if(1.1t.n)1=1+1
do 11 i=k+1,1
b(i)=b(i)-al(k,i-k)*b(k)
enddo 11
enddo 12
1=1
do14 i=n,1,-1 Backsubstitution.
dum=b (i)
do 13 k=2,1
dum=dum-a (i,k)*b(k+i-1)
enddo 13
b(i)=dum/a(i,1)
if (1.1t.mm) 1=1+1
enddo 14
return
END

The routines bandec and banbks are based on the Handbook routines bandetl and
bansol1 in[1].

CITED REFERENCES AND FURTHER READING:

Keller, H.B. 1968, Numerical Methods for Two-Point Boundary-Value Problems (Waltham, MA:
Blaisdell), p. 74.
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2.5 Iterative Improvement of a Solution to Linear Equations 47

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
Example 5.4.3, p. 166.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.11.

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter 1/6. [1]

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §4.3.

2.5 Iterative Improvement of a Solution to
Linear Equations

Obvioudly it is not easy to obtain greater precision for the solution of a linear
set than the precision of your computer’s floating-point word. Unfortunately, for
large sets of linear equations, it is not aways easy to obtain precision equa to, or
even comparable to, the computer’s limit. In direct methods of solution, roundoff
errors accumulate, and they are magnified to the extent that your matrix is close
to singular. You can easily lose two or three significant figures for matrices which
(you thought) were far from singular.

If this happensto you, thereis a neat trick to restore the full machine precision,
called iterative improvement of the solution. Thetheory is very straightforward (see
Figure 2.5.1): Suppose that a vector x is the exact solution of the linear set

A-x=b (25.1)

You don't, however, know x. You only know some slightly wrong solution x + dX,
where §x isthe unknown error. When multiplied by thematrix A, your slightly wrong
solution givesaproduct slightly discrepant fromthe desired right-hand side b, namely

A-(X+6x)=b+0db (25.2)
Subtracting (2.5.1) from (2.5.2) gives
A-éx=4b (25.3)
But (2.5.2) can also be solved, trivially, for §b. Substituting thisinto (2.5.3) gives
A-Xx=A-(Xx+x)—b (2.5.4)

In this equation, the whole right-hand side is known, since x + 0x is the wrong
solution that you want to improve. It is essentia to calculate the right-hand side
in double precision, since there will be alot of cancellation in the subtraction of b.
Then, we need only solve (2.5.4) for the error §x, then subtract this from the wrong
solution to get an improved solution.

An important extra benefit occurs if we obtained the original solution by LU
decomposition. In this case we already havethe LU decomposed form of A, and all
we need do to solve (2.5.4) is compute the right-hand side and backsubstitute!

The code to do dl this is concise and straightforward:
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Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
Example 5.4.3, p. 166.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.11.

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter 1/6. [1]

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §4.3.

2.5 Iterative Improvement of a Solution to
Linear Equations

Obviously it is not easy to obtain greater precision for the solution of a linear
set than the precision of your computer’s floating-point word. Unfortunately, for
large sets of linear equations, it is not always easy to obtain precision equal to,
even comparable to, the computer’s limit. In direct methods of solution, roundo
errors accumulate, and they are magnified to the extent that your matrix is clos
to singular. You can easily lose two or three significant figures for matrices which

(you thought) werdar from singular.

If this happens to you, there is a neat trick to restore the full machine precision
callediterative improvement of the solution. The theory is very straightforward (see

Figure 2.5.1): Suppose that a veckds the exact solution of the linear set
A-x=Dhb (25.]

You don't, however, know. You only know some slightly wrong solution+ 4,
wherejx is the unknown error. When multiplied by the mattixyour slightly wrong
solution gives a product slightly discrepant from the desired right-hantsidemely

A-(X+6x)=b+0db (25.2

Subtracting (2.5.1) from (2.5.2) gives
A-éx=4b (2.5.3
But (2.5.2) can also be solved, trivially, féb. Substituting this into (2.5.3) gives
A-Xx=A-(Xx+x)—b (2.5.9

In this equation, the whole right-hand side is known, siRce éx is the wrong

solution that you want to improve. It is essential to calculate the right-hand side
in double precision, since there will be a lot of cancellation in the subtractitn of

Then, we need only solve (2.5.4) for the erday then subtract this from the wrong
solution to get an improved solution.

An important extra benefit occurs if we obtained the original solutior. by
decomposition. In this case we already havelthedecomposed form ok, and all
we need do to solve (2.5.4) is compute the right-hand side and backsubstitute!

The code to do all this is concise and straightforward:

(Ajuo e:)uaLu@u
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Figure 2.5.1. Iterative improvement of the solution to A - x = b. Thefirst guess x + dx is multiplied by
A to produce b + éb. The known vector b is subtracted, giving éb. The linear set with this right-hand
side isinverted, giving x. Thisis subtracted from the first guess giving an improved solution x.

SUBROUTINE mprove(a,alud,n,np,indx,b,x)

INTEGER n,np,indx(n),NMAX

REAL a(np,np),alud(np,np),b(n),x(n)

PARAMETER (NMAX=500) Maximum anticipated value of n.

USES | ubksb
Improves a solution vector x(1:n) of the linear set of equations A - X = B. The matrix
a(l:n,1:n), and the vectors b(1:n) and x(1:n) are input, as is the dimension n. Also
input is alud, the LU decomposition of a as returned by 1ludcmp, and the vector indx also
returned by that routine. On output, only x(1:n) is modified, to an improved set of values.

INTEGER i, j

REAL r(NMAX)

DOUBLE PRECISION sdp

do12 i=1,n Calculate the right-hand side, accumulating the resid-
sdp=-b(i) ual in double precision.
dou j=1,n

sdp=sdp+dble(a(i,j))*dble(x(j))

enddo 11
r(i)=sdp

enddo 12

call lubksb(alud,n,np,indx,r) Solve for the error term,

do13 i=1,n and subtract it from the old solution.
x(1)=x(i)-r (1)

enddo 13

return

END

You should note that the routine 1udcmp in §2.3 destroys the input matrix as
it LU decomposesit. Since iterative improvement requires both the original matrix
and its LU decomposition, youwill need to copy A before calling ludcmp. Likewise
lubksb destroys b in obtaining X, so make a copy of b also. If you don't mind
this extra storage, iterative improvement is highly recommended: It is a process
of order only N2 operations (multiply vector by matrix, and backsubstitute — see
discussion following equation 2.3.7); it never hurts; and it can really give you your
money’s worth if it saves an otherwise ruined solution on which you have already
spent of order N3 operations.
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2.5 Iterative Improvement of a Solution to Linear Equations 49

You can call mprove several timesin succession if you want. Unless you are
starting quite far from the true solution, one call is generally enough; but a second
call to verify convergence can be reassuring.

More on lIterative Improvement

It isilluminating (and will be useful later in the book) to give a somewhat more solid
analytical foundation for equation (2.5.4), and also to give some additional results. Implicitin
the previous discussion was the notion that the solution vector x + dx has an error term; but
we neglected the fact that the LU decomposition of A isitself not exact.

A different analytical approach starts with some matrix By that is assumed to be an
approximate inverse of the matrix A, so that By - A is approximately the identity matrix 1.
Define the residual matrix R of By as

R=1-Bo-A (25.5)
which is supposed to be “small” (we will be more precise below). Note that therefore
Bop-A=1-R (2.5.6)

Next consider the following formal manipulation:

A=A By By)=(A""-By")-Bo=(Bo-A)""-Bo
. - (25.7)
=(1-R)""-By=(1+R+R*+R*+...)-By

We can define the nth partial sum of the last expression by
B,=(1+R+ ---+R")-Bo (2.5.8)

s0 that Boo — AL, if the limit exists.
It now is straightforward to verify that equation (2.5.8) satisfies some interesting
recurrence relations. Asregards solving A - x = b, where x and b are vectors, define

Xn =Bp b (25.9)
Then it is easy to show that
X7L+1 = Xn + BO : (b - A - Xn) (2510)

This is immediately recognizable as equation (2.5.4), with —dX = X1 — X, and with By
taking the role of A=, We see, therefore, that equation (2.5.4) does not require that the LU
decomposition of A be exact, but only that the implied residua R be small. In rough terms, if
the residual is smaller than the square root of your computer’s roundoff error, then after one
application of equation (2.5.10) (that is, going from X, = By - b to x;) thefirst neglected term,
of order R?, will be smaller than the roundoff error. Equation (2.5.10), like equation (2.5.4),
moreover, can be applied more than once, sinceit uses only By, and not any of the higher B’s.

A much more surprising recurrence which follows from equation (2.5.8) isone that more
than doubles the order n at each stage:

Boni1 =2B, —Bn-A-B, n=0,137... (25.11)

Repeated application of equation (2.5.11), from a suitable starting matrix By, converges
quadratically to the unknown inverse matrix A~ (see §9.4 for the definition of “quadrati-
caly”). Equation (2.5.11) goes by various names, including Schultz s Method and Hotelling's
Method; see Pan and Reif [1] for references. In fact, equation (2.5.11) is simply the iterative
Newton-Raphson method of root-finding (§9.4) applied to matrix inversion.

Before you get too excited about equation (2.5.11), however, you should notice that it
involves two full matrix multiplications at each iteration. Each matrix multiplication involves
N? adds and multiplies. But we already saw in §§2.1-2.3 that direct inversion of A requires
only N® adds and N® multipliesin toto. Equation (2.5.11) is therefore practical only when
specia circumstances allow it to be evaluated much more rapidly than is the case for general
matrices. We will meet such circumstances later, in §13.10.
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50 Chapter 2. Solution of Linear Algebraic Equations

In the spirit of delayed gratification, let us nevertheless pursue the two related issues:
When does the seriesin equation (2.5.7) converge; and what is a suitable initial guess By (if,
for example, an initiadl LU decomposition is not feasible)?

We can define the norm of a matrix as the largest amplification of length that it is
able to induce on a vector,

R.-
IR|| = max RV

Vs (25.12)

If welet equation (2.5.7) act on some arbitrary right-hand side b, as one wantsamatrix inverse
to do, it is obvious that a sufficient condition for convergence is

IR| < 1 (25.13)

Pan and Reif [1] point out that a suitable initial guess for By is any sufficiently small constant
€ times the matrix transpose of A, that is,

Bo=eA” or R=1-€eA" A (2.5.14)

To see why thisis so involves concepts from Chapter 11; we give here only the briefest sketch:
AT . A is a symmetric, positive definite matrix, so it has real, positive eigenvalues. In its
diagonal representation, R takes the form

R=diag(l — e\, 1 —€Xa,..., 1 — eln) (2.5.15)

where all the \;’s are positive. Evidently any e satisfying 0 < € < 2/(max; A;) will give
IR|| < 1. Itis not difficult to show that the optimal choice for ¢, giving the most rapid
convergence for equation (2.5.11), is

€ = 2/(max A; + min \;) (2.5.16)

Rarely does one know the eigervalues of AT - A in equation (2.5.16). Pan and Reif
derive severa interesting bounds, which are computable directly from A. The following
choices guarantee the convergence of B, asn — oo,

€< 1/ E a or €< 1/(maX E laij| X max E |aij|) (25.17)
i J
gk J i

The latter expression is truly a remarkable formula, which Pan and Reif derive by noting that
the vector norm in equation (2.5.12) need not be the usual L, norm, but can instead be either
the Lo (max) norm, or the L; (absolute value) norm. See their work for details.

Another approach, with which we have had some success, is to estimate the largest
eigenvalue statistically, by calculating s; = |A - v;|? for several unit vector v;’swith randomly
chosen directionsin N-space. The largest eigenvalue A can then be bounded by the maximum
of 2max s; and 2NVar(s;)/u(s:), where Var and p. denote the sample variance and mean,
respectively.

CITED REFERENCES AND FURTHER READING:

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), §2.3.4, p. 55.

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), p. 74.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
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Forsythe, G.E., and Moler, C.B. 1967, Computer Solution of Linear Algebraic Systems (Engle-
wood Cliffs, NJ: Prentice-Hall), Chapter 13.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §9.5, p. 437.
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2.6 Singular Value Decomposition 51

2.6 Singular Value Decomposition

Thereexists avery powerful set of techniquesfor dealing with sets of equations
or matricesthat are either singular or else numerically very closeto singular. In many
cases where Gaussian elimination and LU decomposition fail to give satisfactory
results, this set of techniques, known as singular value decomposition, or SVD,
will diagnose for you precisely what the problem is. In some cases, SVD will
not only diagnose the problem, it will also solve it, in the sense of giving you a
useful numerical answer, although, as we shall see, not necessarily “the” answer
that you thought you should get.

SVD isasothemethod of choicefor solving most linear | east-squares problems.
We will outline the relevant theory in this section, but defer detailed discussion of
the use of SVD in this application to Chapter 15, whose subject is the parametric
modeling of data.

SV D methodsare based on the following theorem of linear algebra, whose proof
isbeyond our scope: Any M x N matrix A whose number of rows M isgreater than
or equal to its number of columns N, can be written as the product of an M x N
column-orthogona matrix U, an N x N diagona matrix W with positive or zero
elements (the singular values), and the transpose of an NV x N orthogonal matrix V.
The various shapes of these matrices will be made clearer by the following tableau:

(2.6.1)

The matrices U and V are each orthogona in the sense that their columns are
orthonormal,

M

1<k<N
UiiUsn = 1o = 262
N
1<k<N
> VikVin = 6kn L en<N (26.3)

Jj=1
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2.6 Singular Value Decomposition

There exists a very powerful set of techniques for dealing with sets of equations
or matrices that are either singular or else numerically very close to singular. In many
cases where Gaussian elimination and decomposition fail to give satisfactory

results, this set of techniques, known ssgular value decomposition, or SVD, Z3
will diagnose for you precisely what the problem is. In some cases, SVD will ig
not only diagnose the problem, it will also solve it, in the sense of giving you a % >
useful numerical answer, although, as we shall see, not necessarily “the” answejf 2
that you thought you should get. g3
SVD s also the method of choice for solving mbsear |least-squaresproblems. g §
We will outline the relevant theory in this section, but defer detailed discussion of E—";
the use of SVD in this application to Chapter 15, whose subject is the parametricg &
modeling of data. 52
SVD methods are based on the following theorem of linear algebra, whose proof g‘
is beyond our scope: Any/ x N matrix A whose number of rowa/ is greater than gg
or equal to its number of columns, can be written as the product of & x N g%
column-orthogonal matrixJ, an N x N diagonal matriXV with positive or zero 3g
elements (theingular values), and the transpose of avi x N orthogonal matriy/. §g
The various shapes of these matrices will be made clearer by the following tableau:§'§
&
282
23
3s
g
28
w, 5
w2 @ é
A = u vT % %
o8
(2.6.1 %5
o8
9

2N
59
The matricesU and V are each orthogonal in the sense that their columns are §g
orthonormal, >
ER)
2 -
g3
=g
Z

M

1<k<N
N

1<kE<N
> VikVin = 6kn L en<N (2.6.3

Jj=1
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52 Chapter 2. Solution of Linear Algebraic Equations

or as a tableau,

u”? : U = vT : \4 E
g

3

=

8

- 1 -

o

S

X

(2.6.9 ;j

[\

SinceV is square, it is also row-orthonormat,- VT = 1. =

The SVD decomposition can also be carried out whén< N. In this case
the singular values); for j = M + 1,..., N are all zero, and the corresponding
columns ofU are also zero. Equatlon (2 6 2) then holds onlyAfon < M.

The decomposition (2.6.1) can always be done, no matter how singular thed
matrix is, and it is “almost” unique. That is to say, it is unique up to (i) making
the same permutation of the columnsléf elements ofV, and columns o¥ (or
rows ofVT), or (i) forming linear combinations of any columns dfandV whose
corresponding elements8f happen to be exactly equal. An importantconsequence
of the permutation freedom is that for the cage< N, a numerical algorithm for
the decomposition need not return zerg's for j = M +1,...,N; the N — M
zero singular values can be scattered among all posijiend, 2, ..., N.

At the end of this section, we give a routinssdcmp, that performs SVD on
an arbitrary matrixA, replacing it byU (they are the same shape) and returning
W andV separately. The routinevdcmp is based on a routine by Forsythe et
al.[1], which is in turn based on the original routine of Golub and Reinsch, found, in
various forms, iri2-4] and elsewhere. These references include extensive discussio
of the algorithm used. As much as we dislike the use of black-box routines, we are
going to ask you to accept this one, since it would take us too far afield to cover
its necessary background material here. Suffice it to say that the algorithm is verns
stable, and that it is very unusual for it ever to misbehave. Most of the concepts thag
enter the algorithm (Householder reduction to bidiagonal form, diagonalization by
QR procedure with shifts) will be discussed further in Chapter 11.

If you are as suspicious of black boxes as we are, you will want to verify yourself 3
thatsvdcmp does what we say it does. Thatis very easy to do: Generate an arbitrary
matrix A, call the routine, and then verify by matrix multiplication that (2.6.1) and
(2.6.4) are satisfied. Since these two equations are the only defining requirements
for SVD, this procedure is (for the chosén) a complete end-to-end check.

Now let us find out what SVD is good for.
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2.6 Singular Value Decomposition 53

SVD of a Square Matrix

If the matrixA is square)N x N say, therlJ, V, andW are all square matrices
of the same size. Their inverses are also trivial to computandV are orthogonal,
so their inverses are equal to their transpo$¥sis diagonal, so its inverse is the
diagonal matrix whose elements are the reciprocals of the elemgntsrom (2.6.1)
it now follows immediately that the inverse &f is

A~ =V . [diag(1/w;)] - UT (2.6.5

The only thing that can go wrong with this construction is for one of ¢hgs
to be zero, or (numerically) for it to be so small that its value is dominated by
roundoff error and therefore unknowable. If more than one ofuthés have this
problem, then the matrix is even more singular. So, first of all, SVD gives you a
clear diagnosis of the situation.

Formally, thecondition number of a matrix is defined as the ratio of the largest
(in magnitude) of thav;'s to the smallest of thev;’s. A matrix is singular if its
condition number is infinite, and it i$l-conditioned if its condition number is too
large, that is, if its reciprocal approaches the machine’s floating-point precision (for
example, less that0 =6 for single precision oi0~'2 for double).

For singular matrices, the concepts millspace and range are important.
Consider the familiar set of simultaneous equations

T (129 10 WO U MmM//:dny

A-x=b (2.6.6

whereA is a square matrixp andx are vectors. Equation (2.6.6) definksas a
linear mapping from the vector spaxéo the vector spach. If A is singular, then
there is some subspacexqfcalled the nullspace, that is mapped to zérox = 0.

The dimension of the nullspace (the number of linearly independent vectboet

can be found in it) is called thaeullity of A.

Now, there is also some subspacéddhat can be “reached” b, in the sense
that there exists somewhich is mapped there. This subspacé &f called the range
of A. The dimension of the range is called tla@k of A. If A is nonsingular, then its
range will be all of the vector spate so its rank isV. If A is singular, then the rank
will be less thanV. In fact, the relevant theorem is “rank plus nullity equals

What has this to do with SVD? SVD explicitly constructs orthonormal bases
for the nullspace and range of a matrix. Specifically, the column® efhose
same-numbered elements arenonzero are an orthonormal set of basis vectors that
span the range; the columns\dfwhose same-numbered elemeunts are zero are
an orthonormal basis for the nullspace.

Now let's have another look at solving the set of simultaneous linear equations
(2.6.6) in the case tha is singular. First, the set dlomogeneous equations, where
b = 0, is solved immediately by SVD: Any column & whose corresponding ;
is zero yields a solution.

When the vectob on the right-hand side is not zero, the important question is
whether it lies in the range & or not. If it does, then the singular set of equations
does have a solutiorx; in fact it has more than one solution, since any vector in
the nullspace (any column &f with a corresponding zere ;) can be added t&
in any linear combination.
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54 Chapter 2.  Solution of Linear Algebraic Equations

If we want to single out one particular member of this solution-set of vectors as

a representative, we might want to pick the one with the smallest I¢x16]‘thHere is
how to find that vector using SVD: Simptgplace1/w ; by zeroif w; = 0. (Itis not
very often that one gets to s&t = 0!) Then compute (working from right to left)

x =V - [diag (1/w;)] - (UT - b) (2.6.7

This will be the solution vector of smallest length; the column¥ dhat are in the
nullspace complete the specification of the solution set.

Proof: Considefx + x|, wherex’ lies in the nullspace. Then, W ~' denotes
the modified inverse o with some elements zeroed,

X+X|=[V-W™ . U" b+
= V- W UT.- b+ VT .X) (2.6.8
=w .U b+ V"X

Here the first equality follows from (2.6.7), the second and third from the orthonor-
mality of V. If you now examine the two terms that make up the sum on the

right-hand side, you will see that the first one has nonzemmponents only where
w; # 0, while the second one, singéis in the nullspace, has nonzgroomponents
only wherew; = 0. Therefore the minimum length obtains for= 0, g.e.d.

If b is notin the range of the singular matéx then the set of equations (2.6.6)

has no solution. But here is some good newsb I§ not in the range oA, then
equation (2.6.7) can still be used to construct a “solution” vextorhis vectorx
will not exactly solveA - x = b. But, among all possible vectoxs it will do the
closest possible job in the least squares sense. In other words (2.6.7) finds

x which minimizes r =|A-x—b| (2.6.9

The number- is called theresidual of the solution.

The proof is similar to (2.6.8): Suppose we modifipy adding some arbitrary
x’. ThenA - x — b is modified by adding somb’ = A - x’. Obviouslyb’ is in
the range ofA. We then have

|A-x—b+b|=[U-W-VT).(V.W".U".b)—b+1|

=|U-W-W-U"—1)-b+Db|

:}U'[(W'Wfl—l)-UT-b+uT.b/]| (2.6.10

=|W-w-1).UT - b+U". b

Now, (W - W' — 1) is a diagonal matrix which has nonzereomponents only for
w; = 0, while U”'b’ has nonzerg components only fow; # 0, sinceb’ lies in the
range ofA. Therefore the minimum obtains ftr = 0, g.e.d.

Figure 2.6.1 summarizes our discussion of SVD thus far.
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2.6 Singular Value Decomposition 55

AR

(€Y
null
space
of A .
solutions of
solutions of Alk=c
Alk=d
SVD “solution”
of Ak =c o4
range of A
- - = ‘
\
d ‘.C
SVD solution of
Alk=d
(b)

Figure 2.6.1. (8 A nonsingular matrix A maps a vector space into one of the same dimension. The
vector x is mapped into b, so that x satisfies the equation A - x = b. (b) A singular matrix A maps a
vector space into one of lower dimensionality, here a plane into a line, called the “range” of A. The
“nullspace” of A is mapped to zero. The solutions of A - x = d consist of any one particular solution plus
any vector in the nullspace, here forming aline parallel to the nullspace. Singular value decomposition
(SVD) selects the particular solution closest to zero, as shown. The point c lies outside of the range
of A, so A -x = c has no solution. SVD finds the least-squares best compromise solution, namely a
solution of A - x = ¢/, as shown.

In the discussion since equation (2.6.6), we have been pretending that a matrix
either is singular or else isn't. That is of course true analytically. Numerically,
however, the far more common situation is that some of the w;’s are very small
but nonzero, so that the matrix is ill-conditioned. In that case, the direct solution
methods of LU decomposition or Gaussian elimination may actually give aformal
solution to the set of equations (that is, a zero pivot may not be encountered); but
the solution vector may have wildly large components whose algebraic cancellation,
when multiplying by the matrix A, may give a very poor approximation to the
right-hand vector b. In such cases, the solution vector x obtained by zeroing the
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56 Chapter 2. Solution of Linear Algebraic Equations

small w;’s and then using equation (2.6.7) is very often better (in the sense of the
residual |A - x — b| being smaller) than both the direct-method solution and the SVD
solution where the small w;’s are left nonzero.

It may seem paradoxical that this can be so, since zeroing a singular value
corresponds to throwing away one linear combination of the set of equations that
we are trying to solve. The resolution of the paradox is that we are throwing away
precisely a combination of equationsthat is so corrupted by roundoff error asto be at
best useless; usually it is worse than useless since it “pulls’ the solution vector way
off towards infinity along some direction that is aimost a nullspace vector. In doing
this, it compounds the roundoff problem and makes the residua |A - x — b| larger.

SVD cannot be applied blindly, then. You have to exercise some discretion in
deciding at what threshold to zero the small w ;’s, and/or you have to have some idea
what size of computed residual |A - x — b| is acceptable.

As an example, here is a “backsubstitution” routine svbksb for evaluating
equation (2.6.7) and obtaining a solution vector x from a right-hand side b, given
that the SVD of amatrix A has already been calculated by acall to svdcmp. Note
that this routine presumes that you have already zeroed the small w ;’s. It does not
do this for you. If you haven't zeroed the small w;'s, then this routine is just as
ill-conditioned as any direct method, and you are misusing SVD.

SUBROUTINE svbksb(u,w,v,m,n,mp,np,b,x)
INTEGER m,mp,n,np,NMAX
REAL b(mp) ,u(mp,np),v(np,np),w(np),x(np)
PARAMETER (NMAX=500) Maximum anticipated value of n.
Solves A - X = B for a vector X, where A is specified by the arrays u, w, v as returned by
svdcmp. m and n are the logical dimensions of a, and will be equal for square matrices. mp
and np are the physical dimensions of a. b(1:m) is the input right-hand side. x(1:n) is
the output solution vector. No input quantities are destroyed, so the routine may be called
sequentially with different b's.
INTEGER i,3,3j
REAL s,tmp (NMAX)
do12 j=1,n Calculate UT B.
s=0.
if (w(j) .ne.0.)then Nonzero result only if w; is nonzero.
don i=1,m
s=s+u(i,j)*b(i)
enddo 11
s=s/w(j) This is the divide by wj.
endif
tmp(j)=s
enddo 12
dous j=1,n Matrix multiply by V' to get answer.
s=0.
do13 jj=1,n
s=s+v(j,j3)*¥tmp (3§
enddo 13
x(j)=s
enddo 14
return
END

Note that a typical use of svdcmp and svbksb superficially resembles the
typical use of ludcmp and lubksb: In both cases, you decompose the left-hand
matrix A just once, and then can use the decomposition either once or many times
with different right-hand sides. The crucial differenceisthe*editing” of the singular
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2.6 Singular Value Decomposition 57

values before svbksb is called:

REAL a(np,np),u(np,np),w(np),v(np,np),blnp),x(np)

do12 i=1,n Copy a into u if you don’t want it to be destroyed.
don j=1,n
u(i,j)=ali,jd
enddo 11
enddo 12
call svdcmp(u,n,n,np,np,w,v) SVD the square matrix a.
wmax=0. Will be the maximum singular value obtained.
do1s j=1,n
if (w(j) .gt.wmax)wmax=w(j)
enddo 13
wmin=wmax*1.0e-6 This is where we set the threshold for singular values
do 14 j=1,n allowed to be nonzero. The constant is typical,
if (w(j).1t.wmin)w(j)=0. but not universal. You have to experiment with
enddo 1 your own application.

call svbksb(u,w,v,n,n,np,np,b,x) Now we can backsubstitute.

SVD for Fewer Equations than Unknowns

If you have fewer linear equations M than unknowns N, then you are not
expecting a unique solution. Usually there will be an N — M dimensional family
of solutions. If you want to find this whole solution space, then SVD can readily
do the job.

The SVD decomposition will yield N — M zero or negligible w;’s, since
M < N. There may be additional zero w;’s from any degeneracies in your M
equations. Be sure that you find this many small w;'s, and zero them before calling
svbksb, which will give you the particular solution vector x. Asbefore, the columns
of V corresponding to zeroed w ;'s are the basis vectors whose linear combinations,
added to the particular solution, span the solution space.

SVD for More Equations than Unknowns

This situation will occur in Chapter 15, when we wish to find the |east-squares
solution to an overdetermined set of linear equations. In tableau, the equations
to be solved are

A Ix|=1b (2.6.11)

The proofs that we gave above for the square case apply without modification
to the case of more equations than unknowns. The |east-squares solution vector x is
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58 Chapter 2. Solution of Linear Algebraic Equations

given by (2.6.7), which, with nonsguare matrices, looks like this,

x| = Vv | diag@ jw;) | - uT b

(2.6.12)

In general, the matrix W will not be singular, and no w ;s will need to be
set to zero. Occasionally, however, there might be column degeneraciesin A. In
this case you will need to zero some small w; values after al. The corresponding
column in V gives the linear combination of x’s that is then ill-determined even by
the supposedly overdetermined set.

Sometimes, although you do not need to zero any w;'s for computational
reasons, you may nevertheless want to take note of any that are unusualy small:
Their corresponding columnsinV arelinear combinationsof x’swhich areinsensitive
to your data. In fact, you may then wish to zero these w ;'s, to reduce the number of
free parametersin the fit. These matters are discussed more fully in Chapter 15.

Constructing an Orthonormal Basis

Suppose that you have N vectors in an M-dimensional vector space, with
N < M. Then the N vectors span some subspace of the full vector space.
Often you want to construct an orthonormal set of N vectors that span the same
subspace. The textbook way to do this is by Gram-Schmidt orthogonalization,
starting with one vector and then expanding the subspace one dimension at a
time. Numerically, however, because of the build-up of roundoff errors, naive
Gram-Schmidt orthogonalization is terrible.

The right way to construct an orthonormal basis for a subspace is by SVD:
Form an M x N matrix A whose N columns are your vectors. Run the matrix
through svdcmp. The columns of the matrix U (which in fact replaces A on output
from svdcmp) are your desired orthonormal basis vectors.

You might also want to check the output w;'s for zero values. If any occur,
then the spanned subspace was not, in fact, N dimensional; the columns of U
corresponding to zero w;'s should be discarded from the orthonormal basis set.

(QR factorization, discussed in §2.10, also constructs an orthonormal basis,
see[5].)

Approximation of Matrices

Note that equation (2.6.1) can be rewritten to express any matrix A ;; as asum
of outer products of columns of U and rows of V7, with the “weighting factors”
being the singular values w;,

N
Ay =Y wp Ui Vi (2.6.13)
k=1
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2.6 Singular Value Decomposition 59

If you ever encounter a situation where most of the singular values w; of a
matrix A are very small, then A will be well-approximated by only afew termsinthe
sum (2.6.13). This meansthat you have to store only afew columnsof U and V (the
same k ones) and you will be able to recover, with good accuracy, the whole matrix.

Note also that it is very efficient to multiply such an approximated matrix by a
vector x: You just dot x with each of the stored columns of V, multiply the resulting
scalar by the corresponding w, and accumulate that multiple of the corresponding
column of U. If your matrix is approximated by a small number K of singular
values, then this computation of A - x takes only about K (M + N) multiplications,
instead of M N for the full matrix.

SVD Algorithm

Here is the algorithm for constructing the singular value decomposition of any
matrix. See §11.2-11.3, and aso [4-5], for discussion relating to the underlying
method.

SUBROUTINE svdcmp(a,m,n,mp,np,w,v)
INTEGER m,mp,n,np,NMAX
REAL a(mp,np),v(np,np),w(np)
PARAMETER (NMAX=500) Maximum anticipated value of n.
USES pyt hag
Given a matrix a(1:m,1:n), with physical dimensions mp by np, this routine computes its
singular value decomposition, A = U - W - V7. The matrix U replaces a on output. The
diagonal matrix of singular values W is output as a vector w(1:n). The matrix V (not the
transpose V1) is output as v(1:n,1:n).
INTEGER i,its,j,jj,k,1,nm
REAL anorm,c,f,g,h,s,scale,x,y,z,rvi(NMAX),pythag
g=0.0 Householder reduction to bidiagonal form.
scale=0.0
anorm=0.0
do2 i=1,n
1=i+1
rvi(i)=scalex*g
g=0.0
s=0.0
scale=0.0
if(i.le.m)then
don k=i,m
scale=scale+abs(a(k,i))
enddo 11
if (scale.ne.0.0)then
do 12 k=i,m
a(k,i)=a(k,i)/scale
s=s+a(k,i)*a(k,i)
enddo 12
f=a(i,i)
g=-sign(sqrt(s),f)
h=f*g-s
a(i,i)=f-g
dois j=1,n
s=0.0
do 13 k=i,m
s=s+a(k,i)*a(k,j)
enddo 13
f=s/h
do 14 k=i,m
a(k,j)=a(k,j)+f*a(k,i)
enddo 14
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60 Chapter 2. Solution of Linear Algebraic Equations

enddo 15
do 16 k=i,m
a(k,i)=scale*a(k,i)

enddo 16
endif
endif
w(i)=scale *g
g=0.0
s=0.0
scale=0.0
if((i.le.m).and. (i.ne.n))then
do 17 k=1,n
scale=scale+abs(a(i,k))
enddo 17
if (scale.ne.0.0)then
do 18 k=1,n
a(i,k)=a(i,k)/scale
s=s+a(i,k)*a(i,k)
enddo 18
f=a(i,1)
g=-sign(sqrt(s),f)
h=fx*g-s
a(i,)=f-g
do 19 k=1,n
rvi(k)=a(i,k)/h
enddo 19
do23 j=1,m
s=0.0
do 21 k=1,n
s=s+a(j,k)*a(i,k)
enddo 21
do 22 k=1,n
a(j,k)=a(j,k)+s*rvi(k)
enddo 22
enddo 23
do 24 k=1,n
a(i,k)=scale*a(i,k)
enddo 24
endif
endif
anorm=max (anorm, (abs (w(i))+abs(rv1(i))))
enddo 25
do3 i=n,1,-1 Accumulation of right-hand transformations.

if (i.1t.n)then
if(g.ne.0.0)then

do2 j=1,n Double division to avoid possible underflow.
v(j,i)=(a(i,j)/ali,1))/g
enddo 26
do2 j=1,n
s=0.0
do 27 k=1,n
s=s+a(i,k)*v(k,j)
enddo 27
do 28 k=1,n
vk, j)=v(k,j)+s*v(k,i)
enddo 28
enddo 29
endif
doa j=1l,n
v(i,j)=0.0
v(j,i)=0.0
enddo 31

endif
v(i,i)=1.0
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2.6 Singular Value Decomposition 61

g=rv1(i)
1=1i
enddo 32
do 3 i=min(m,n),1,-1
1=i+1
g=w(i)
doss j=1,n
a(i,j)=0.0
enddo 33
if(g.ne.0.0)then
g=1.0/g
doss j=1,n
s=0.0
do 3 k=1,m
s=s+a(k,i)*a(k,j)
enddo 34
f=(s/a(i,i))*g
do 3 k=i,m

Accumulation of left-hand transformations.

a(k,j)=a(k,j)+f*a(k,i)

enddo 35
enddo 36
do37 j=i,m
a(j,i)=a(j,i)*g
enddo 37
else
doss j= i,m
a(j,i)=0.0
enddo 38
endif
a(i,i)=a(i,i)+1.0
enddo 39
do 49 k=n,1,-1
do 4 its=1,30
doa 1=k,1,-1
nm=1-1

Diagonalization of the bidiagonal form: Loop over
singular values, and over allowed iterations.

Test for splitting.

Note that rv1(1) is always zero.

if ((abs(rv1(l))+anorm) .eq.anorm) goto 2
if ((abs(w(nm))+anorm) .eq.anorm) goto 1

enddo 41

c=0.0

s=1.0

do4 i=1,k
f=s*rvi(i)
rvi(i)=cxrvi(i)

Cancellation of rv1(1), if 1 > 1.

if ((abs(f)+anorm) .eq.anorm) goto 2

g=w(i)
h=pythag(f,g)
w(i)=h
h=1.0/h
c= (g*h)
s=-(f*h)
do4 j=1,m
y=a(j,nm)
z=a(j,1i)
a(j,nm)=(y*c)+(z*s)
a(j,i)=-(y*s)+(z*c)
enddo 42
enddo 43
z=w (k)
if(1.eq.k)then
if(z.1t.0.0)then
w(k)=-z
do4 j=1,n
v(j,k)=-v(j,k)
enddo 44

Convergence.
Singular value is made nonnegative.
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62 Chapter 2. Solution of Linear Algebraic Equations

endif
goto 3
endif
if(its.eq.30) pause ’no convergence in svdcmp’
x=w(1) Shift from bottom 2-by-2 minor.
nm=k-1
y=w (nm)
g=rvi(nm)
h=rvi(k)
f=((y-z)*(y+z)+(g-h) *(g+h) ) / (2. 0*h*y)
g=pythag(f,1.0)
f=((x-2z) *(x+z) +h* ((y/ (f+sign(g,f)))-h)) /x
c=1.0 Next QR transformation:
s=1.0
do 47 j=1,nm
i=j+1
g=rvi(i)
y=w(i)
h=s*g
g=c*g
z=pythag(f,h)
rvi(j)=z
c=f/z
s=h/z
f= (x*xc)+(g*s)
g=-(x*s)+(g*c)
h=y*s
y=y*c
doss jj=1,n
x=v(jj,j)
z=v(jj,i)
v(jj,j)= (x*xc)+(z*s)
v(jj,i)=-(x*xs)+(z*c)
enddo 45
z=pythag(f,h)
w(j)=z Rotation can be arbitrary if z = 0.
if(z.ne.0.0)then
z=1.0/z
c=fx*xz
s=h*z
endif
f= (c*g)+(s*xy)
x=—(s*g)+(c*y)
dos jj=1,m
y=a(jj,Jj)
z=a(jj,1i)
a(jj,j)= (y*c)+(zxs)
a(jj,i)=-(y*s)+(z*c)
enddo 46
enddo 47
rvi(1)=0.0
rvi(k)=£f
w(k)=x
enddo 48
continue
enddo 49
return
END

FUNCTION pythag(a,b)
REAL a,b,pythag
Computes (a2 4 b2)1/2 without destructive underflow or overflow.
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2.7 Sparse Linear Systems 63

REAL absa,absb
absa=abs (a)
absb=abs (b)
if (absa.gt.absb)then
pythag=absa*sqrt (1.+(absb/absa)**2)
else
if (absb.eq.0.)then
pythag=0.
else
pythag=absbx*sqrt (1.+(absa/absb) **2)
endif
endif
return
END

(Double precision versions of svdcmp, svbksb, and pythag, named dsvdcmp,
dsvbksb, and dpythag, are used by the routine ratlsq in §5.13. You can easily
make the conversions, or else get the converted routines from the Numerical Recipes
diskette.)

CITED REFERENCES AND FURTHER READING:

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §8.3 and Chapter 12.

Lawson, C.L., and Hanson, R. 1974, Solving Least Squares Problems (Englewood Cliffs, NJ:
Prentice-Hall), Chapter 18.

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), Chapter 9. [1]

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter 1.10 by G.H. Golub and C. Reinsch. [2]

Dongarra, J.J., et al. 1979, LINPACK User’s Guide (Philadelphia: S.I.A.M.), Chapter 11. [3]

Smith, B.T., et al. 1976, Matrix Eigensystem Routines — EISPACK Guide, 2nd ed., vol. 6 of
Lecture Notes in Computer Science (New York: Springer-Verlag).

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
86.7. [4]

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §5.2.6. [5]

2.7 Sparse Linear Systems

A system of linear equationsis called sparse if only arelatively small number
of its matrix elements a;; are nonzero. It is wasteful to use general methods of
linear algebra on such problems, because most of the O(N 3) arithmetic operations
devoted to solving the set of equations or inverting the matrix involve zero operands.
Furthermore, you might wish to work problems so large as to tax your available
memory space, and it is wasteful to reserve storage for unfruitful zero elements.
Note that there are two distinct (and not always compatible) goals for any sparse
matrix method: saving time and/or saving space.

We have already considered one archetypal sparse form in §2.4, the band
diagonal matrix. In the tridiagonal case, e.g., we saw that it was possible to save
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REAL absa,absb
absa=abs (a)
absb=abs (b)
if (absa.gt.absb)then
pythag=absa*sqrt (1.+(absb/absa)**2)
else
if (absb.eq.0.)then
pythag=0.
else
pythag=absbx*sqrt (1.+(absa/absb) **2)
endif
endif
return
END

(Double precision versions afvdcmp, svbksb, and pythag, nameddsvdcmp,
dsvbksb, anddpythag, are used by the routineatlsq in §5.13. You can easily
make the conversions, or else get the converted routines frolutherical Recipes
diskette.)

CITED REFERENCES AND FURTHER READING:

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §8.3 and Chapter 12.

Lawson, C.L., and Hanson, R. 1974, Solving Least Squares Problems (Englewood Cliffs, NJ:
Prentice-Hall), Chapter 18.

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), Chapter 9. [1]

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter 1.10 by G.H. Golub and C. Reinsch. [2]

Dongarra, J.J., et al. 1979, LINPACK User’s Guide (Philadelphia: S.I.A.M.), Chapter 11. [3]

Smith, B.T., et al. 1976, Matrix Eigensystem Routines — EISPACK Guide, 2nd ed., vol. 6 of
Lecture Notes in Computer Science (New York: Springer-Verlag).

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
86.7. [4]

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §5.2.6. [5]

2.7 Sparse Linear Systems

A system of linear equations is callgparse if only a relatively small number

of its matrix elements:;; are nonzero. It is wasteful to use general methods of

linear algebra on such problems, because most o€ ) arithmetic operations

devoted to solving the set of equations or inverting the matrix involve zero operands.
Furthermore, you might wish to work problems so large as to tax your available
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memory space, and it is wasteful to reserve storage for unfruitful zero elements.
Note that there are two distinct (and not always compatible) goals for any sparse

matrix method: saving time and/or saving space.
We have already considered one archetypal sparse forf2.#y the band

diagonal matrix. In the tridiagonal case, e.g., we saw that it was possible to save

‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugqwe)d Aq z66T-986T (D) WbuAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 18V IHL 22 NVHL1HO4 NI S3dI03d TvOIYINNN woly obed sjdwes



64 Chapter 2.  Solution of Linear Algebraic Equations

both time (orderN instead of N3) and space (ordelN instead of N2). The
method of solution was not different in principle from the general methof(6f
decomposition; it was just applied cleverly, and with due attention to the bookkeeping
of zero elements. Many practical schemes for dealing with sparse problems have this
same character. They are fundamentally decomposition schemes, or else elimination
schemes akin to Gauss-Jordan, but carefully optimized so as to minimize the number
of so-calledfill-ins, initially zero elements which must become nonzero during the
solution process, and for which storage must be reserved.

Direct methods for solving sparse equations, then, depend crucially on the:
precise pattern of sparsity of the matrix. Patterns that occur frequently, or that ar
useful as way-stations in the reduction of more general forms, already have speci
names and special methods of solution. We do not have space here for any detail
review of these. References listed at the end of this section will furnish you with an
“in” to the specialized literature, and the following list of buzz words (and Figure
2.7.1) will at least let you hold your own at cocktail parties:

e tridiagonal
band diagonal (or banded) with bandwidth
band triangular
block diagonal
block tridiagonal
block triangular
cyclic banded
singly (or doubly) bordered block diagonal
singly (or doubly) bordered block triangular
singly (or doubly) bordered band diagonal
singly (or doubly) bordered band triangular

e other (1)

You should also be aware of some of the special sparse forms that occur in th
solution of partial differential equations in two or more dimensions. See Chapter 19.

Mwww//:dny

R 10%0Fu

ISgaM JISIA ‘SINOYAD 10 $X009 sadioay [eauawnp Japio o] "panqyosd Apouis si ‘1aindwod Janias Aue 03 (suo siyy buipnjour) saji ajgepesal

Tl
-auiyoew Jo BuiAdod Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiayy Joy Adod saded suo axew 0] s1asn 18ulalul 10} pajuelB si uoissiwiad

®© 06 06 0606 06 0 0 0 o
@up 01 |rews puas 10 ‘(Aluo eousWY YLON) £2t/-2/8-008

If your particular pattern of sparsity is not a simple one, then you may wish to
try ananalyze/factorize/operate package, which automates the procedure of figuring
out how fill-ins are to be minimized. Thanalyze stage is done once only for each
pattern of sparsity. Theactorize stage is done once for each particular matrix that
fits the pattern. Theperate stage is performed once for each right-hand side to
be used with the particular matrix. ConslalB] for references on this. The NAG
library [4] has an analyze/factorize/operate capability. A substantial collection of
routines for sparse matrix calculation is also available from IM3las theYale
Soarse Matrix Package [6].

You should be aware that the special order of interchanges and eliminations2
prescribed by a sparse matrix method so as to minimize fill-ins and arithmetic&
operations, generally acts to decrease the method’s numerical stability as compareds
to, e.g., regula.U decomposition with pivoting. Scaling your problem so as to
make its nonzero matrix elements have comparable magnitudes (if you can do it)
will sometimes ameliorate this problem.

In the remainder of this section, we present some concepts which are applicable
to some general classes of sparse matrices, and which do not necessarily depend on
details of the pattern of sparsity.
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Figure 2.7.1. Some standard formsfor sparse matrices. (a) Band diagonal; (b) block triangular; (c) block
tridiagonal; (d) singly bordered block diagonal; (e) doubly bordered block diagonal; (f) singly bordered
block triangular; (g) bordered band-triangular; (h) and (i) singly and doubly bordered band diagond; (j)
and (k) other! (after Tewarson) [1].

Sherman-Morrison Formula

Suppose that you have aready obtained, by herculean effort, the inverse matrix
A~! of a square matrix A. Now you want to make a “small” change in A, for
example change one element a;;, or a few elements, or one row, or one column.
Is there any way of calculating the corresponding change in A ~* without repeating
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66 Chapter 2. Solution of Linear Algebraic Equations

your difficult 1abors? Yes, if your change is of the form
A —- (A+uv) (27.1)

for some vectorsu and v. If u is aunit vector e;, then (2.7.1) adds the components
of v to theith row. (Recall that u ® v isamatrix whose ¢, jth element is the product
of the ith component of u and the jth component of v.) If v isaunit vector e ;, then
(2.7.1) adds the components of u to the jth column. If both u and v are proportional
to unit vectors e; and e; respectively, then aterm is added only to the element a ; ;.

The Sherman-Morrison formulagivestheinverse (A +u®v) ~!, andis derived
briefly as follows:

A+uev)t=1+Auev)t-AT!
=1-Atuev+A Tt ugv-Alugv—..)-AT!
AP AT uRV-ATI AN L)

At u)y@ (v-ATh

=A"1
I+

(2.7.2)
where

A=v-Al.u (2.7.3)

The second line of (2.7.2) is aformal power series expansion. In the third line, the
associativity of outer and inner productsis used to factor out the scalars \.

The use of (2.7.2) is this: Given A~ and the vectors u and v, we need only
perform two matrix multiplications and a vector dot product,

z=A"1tu w=AYHT.v A=v.z (2.7.4)
to get the desired change in the inverse

-1 _ ZQW

A—l
- 1T+ A

(2.7.5)

The whole procedure requires only 3V 2 multiplies and a like number of adds (an
even smaller number if u or v is a unit vector).

The Sherman-Morrison formula can be directly applied to a class of sparse
problems. If you already have a fast way of calculating the inverse of A (eg., a
tridiagonal matrix, or some other standard sparse form), then (2.7.4)—(2.7.5) alow
you to build up to your related but more complicated form, adding for example a
row or column at atime. Notice that you can apply the Sherman-Morrison formula
more than once successively, using at each stage the most recent update of A !
(equation 2.7.5). Of course, if you have to modify every row, then you are back to
an N3 method. The constant in front of the N3 is only afew times worse than the
better direct methods, but you have deprived yourself of the stabilizing advantages
of pivoting — so be careful.

For some other sparse problems, the Sherman-Morrison formula cannot be
directly applied for the simple reason that storage of the whole inverse matrix A ~!
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is not feasible. If you want to add only a single correction of the form u ® v,
and solve the linear system

(A+u®v)-x=hb (2.7.6)

then you proceed as follows. Using the fast method that is presumed available for
the matrix A, solve the two auxiliary problems

A-y=b A-z=u (2.7.7)

for the vectors y and z. In terms of these,

X=Yy— [%} z (2.7.8)

as we see by multiplying (2.7.2) on the right by b.
Cyclic Tridiagonal Systems
So-called cyclic tridiagonal systems occur quite frequently, and are a good

example of how to use the Sherman-Morrison formulain the manner just described.
The equations have the form

by ¢ 0O .- B 1 1
az by ca - T2 T2
=1 - (2.7.9)
an—1 bv-1 cn-1 TN_1 TN-1
« ce 0 an bN TN N

Thisis atridiagona system, except for the matrix elements « and 3 in the corners.
Forms like this are typically generated by finite-differencing differential equations
with periodic boundary conditions (§19.4).

We use the Sherman-Morrison formula, treating the system as tridiagonal plus
acorrection. In the notation of equation (2.7.6), define vectors u and v to be

o 1
0 0
u=|: v=| (2.7.10)
0 0
a B/

Here ~y is arbitrary for the moment. Then the matrix A is the tridiagonal part of the
matrix in (2.7.9), with two terms modified:

by =b1 — 7, N =bn —afB/y (2.7.11)

We now solve equations (2.7.7) with the standard tridiagonal algorithm, and then
get the solution from equation (2.7.8).

Theroutine cyclic below implementsthis algorithm. We choose the arbitrary
parameter v = —b; to avoid loss of precision by subtraction in the first of equations
(2.7.12). In the unlikely event that this causes loss of precision in the second of
these equations, you can make a different choice.
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68 Chapter 2. Solution of Linear Algebraic Equations

SUBROUTINE cyclic(a,b,c,alpha,beta,r,x,n)
INTEGER n,NMAX
REAL alpha,beta,a(n),b(n),c(n),r(n),x(n)
PARAMETER (NMAX=500)
USES tridag
Solves for a vector x(1:n) the “cyclic” set of linear equations given by equation (2.7.9).
a, b, ¢, and r are input vectors, while alpha and beta are the corner entries in the matrix.
The input is not modified.
INTEGER i
REAL fact,gamma,bb(NMAX) ,u(NMAX) ,z(NMAX)
if(n.le.2)pause ’n too small in cyclic’
if (n.gt.NMAX)pause ’NMAX too small in cyclic’
gamma=-b (1) Avoid subtraction error in forming bb(1).
bb(1)=b(1) -gamma Set up the diagonal of the modified tridiagonal system.
bb(n)=b(n)-alpha*beta/gamma
don i=2,n-1
bb(i)=b(i)
enddo 11
call tridag(a,bb,c,r,x,n) Solve A - x =r.
u(1)=gamma Set up the vector u.
u(n)=alpha
do 12 i=2,n-1
u(i)=0.
enddo 12
call tridag(a,bb,c,u,z,n) Solve A -z = u.
fact=(x(1)+beta*x(n)/gamma)/(1.+z(1)+beta*z(n)/gamma) Form v-x/(1+V-z).
do13 i=1,n Now get the solution vector X.
x(i)=x(i)-fact*z(i)
enddo 13
return
END

Woodbury Formula

If you want to add more than a single correction term, then you cannot use (2.7.8)
repeatedly, since without storing a new A~' you will not be able to solve the auxiliary
problems (2.7.7) efficiently after thefirst step. Instead, you need the Woodbury formula, which
is the block-matrix version of the Sherman-Morrison formula,

(A+U-vhH)!
-1 -1 T -1 -1 T -1 (27.12)
—A! [A U-2A+VT AT U)oV A

Here A is, as usuad, an N x N matrix, while U and V are N x P matrices with P < N
and usually P <« N. Theinner piece of the correction term may become clearer if written
as the tableau,

U i+vtoaTtoul VT (2.7.13)

where you can see that the matrix whose inverseisneeded isonly P x P rather than N x N.
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2.7 Sparse Linear Systems 69

The relation between the Woodbury formulaand successive applications of the Sherman-
Morrison formulaisnow clarified by noting that, if U isthe matrix formed by columns out of the
P vectorsuy, ..., up,andV isthe matrix formed by columns out of the P vectorsvy, ..., Vvp,

C
Il
c
S

up Vv

Il
<
S

vp (2.7.14)

then two ways of expressing the same correction to A are

(A + XP: Up ® vk> =(A+U-VT") (2.7.15)

k=1

(Note that the subscripts on u and v do not denote components, but rather distinguish the
different column vectors.)

Equation (2.7.15) reveals that, if you have A~" in storage, then you can either make the
P corrections in one fell swoop by using (2.7.12), inverting a P x P matrix, or else make
them by applying (2.7.5) P successive times.

If you don’t have storage for A~!, then you must use (2.7.12) in the following way:
To solve the linear equation

(A +Y w® vk> x=b (2.7.16)

k=1

first solve the P auxiliary problems

A-z21 =U
A -7y = U
(2.7.17)
A-zZp =Up
and construct the matrix Z by columns from the z's obtained,
Z=|Z1|---|zp (2.7.18)
Next, do the P x P matrix inversion
H=(1+V"'.2)™" (2.7.19)
Finally, solve the one further auxiliary problem
A.y=hb (2.7.20)

In terms of these quantities, the solution is given by

X=y—Z- [H (vT y)} (27.21)
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70 Chapter 2. Solution of Linear Algebraic Equations

Inversion by Partitioning

Once in a while, you will encounter a matrix (not even necessarily sparse)
that can be inverted efficiently by partitioning. Suppose that the N x N matrix
A is partitioned into

A= {g g} (2.7.22)

where P and S are square matrices of sizep x p and s x s respectively (p + s = N).
The matrices Q and R are not necessarily square, and have sizesp x s and s x p,

respectively.
If the inverse of A is partitioned in the same manner,
5 5
Al=|_ 9 (2.7.23)
R S

then P, Q, R, S, which have the same sizes as P, Q, R, S, respectively, can be
found by either the formulas

P=FP-Q-S!.R)!
é:_(p_Q.s—l.R)*l.(Q.s—l)

. (2.7.24)
R=—(S'R).-(P-Q-S'.R)™!
S=S!'4+(S'-R)-(P-Q-S'R)!'.(Q-5Y
or else by the equivalent formulas
P=P'4+P'.Q (S-R-P' Q7! (R-P
Q=—(P1-Q-(S-R-P".Q"
(2.7.25)

R=—(S—R-P'.Q "' (R-P
S=(S-R-P1.Q)!

The parentheses in equations (2.7.24) and (2.7.25) highlight repeated factors that
you may wish to compute only once. (Of course, by associativity, you can instead
do the matrix multiplications in any order you like)) The choice between using
equation (2.7.24) and (2.7.25) depends on whether you want P or S to have the
simpler formula; or on whether the repeated expression (S—R-P - Q) ! iseasier
to calculate than the expression (P — Q - S™! - R)~!; or on the relative sizes of P
and S; or on whether P! or S™! is aready known.

Another sometimes useful formula is for the determinant of the partitioned
matrix,

det A = detPdet(S—R-P™'.Q) =detSdet(P-—Q-S™'-R)  (27.26)
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Indexed Storage of Sparse Matrices

We have already seen (§2.4) that tri- or band-diagonal matrices can be stored in acompact
format that allocates storage only to elements which can be nonzero, plus perhaps afew wasted
locations to make the bookkeeping easier. What about more general sparse matrices? When a
sparse matrix of logical size N x N contains only afew times N nonzero elements (atypical
case), it is surely inefficient — and often physically impossible — to allocate storage for all
N? elements. Even if one did allocate such storage, it would be inefficient or prohibitive in
machine time to loop over al of it in search of nonzero elements.

Obviously some kind of indexed storage scheme isrequired, one that stores only nonzero
matrix elements, along with sufficient auxiliary information to determine where an element
logically belongs and how the various elements can be looped over in common matrix
operations. Unfortunately, there is no one standard scheme in general use. Knuth[7] describes
one method. The Yale Sparse Matrix Package[6] and ITPACK [8] describe several other
methods. For most applications, we favor the storage scheme used by PCGPACK [9], which
isamost the same as that described by Bentley [10], and also similar to one of the Yale Sparse
Matrix Package methods. The advantage of this scheme, which can be called row-indexed
sparse storage mode, isthat it requires storage of only about two times the number of nonzero
matrix elements. (Other methods can require as much as three or five times.) For simplicity,
we will treat only the case of square matrices, which occurs most frequently in practice.

To represent a matrix A of logical size N x N, the row-indexed scheme sets up two
one-dimensional arrays, call them sa and ija. Thefirst of these stores matrix element values
in single or double precision asdesired; the second storesinteger values. The storagerules are:

e Thefirst V locations of sa store A’sdiagonal matrix elements, in order. (Notethat
diagonal elements are stored even if they are zero; thisis at most a dlight storage
inefficiency, since diagonal elements are nonzero in most realistic applications.)

e Each of thefirst V locations of ija stores the index of the array sa that contains
the first off-diagonal element of the corresponding row of the matrix. (If there are
no off-diagonal elements for that row, it is one greater than the index in sa of the
most recently stored element of a previous row.)

e Location 1 of ijaisawaysequal to N + 2. (It can beread to determine N.)

e Location N + 1 of ija isone greater than theindex in sa of the last off-diagonal
element of the last row. (It can be read to determine the number of nonzero
elements in the matrix, or the logical length of the arrays sa and ija.) Location
N + 1 of sa isnot used and can be set arbitrarily.

e Entriesin sa at locations > N + 2 contain A’s off-diagonal values, ordered by
rows and, within each row, ordered by columns.

e Entriesinijaatlocations> N 42 containthe columnnumber of the corresponding
element in sa.

While these rules seem arbitrary at first sight, they result in a rather elegant storage

scheme. As an example, consider the matrix

3.0 1. 0. 0.
0. 4. 0. 0. 0.
0. 7. 5 9. 0. (2.7.27)
0. 0. 0. 0. 2
0. 0. 0. 6. 5.

In row-indexed compact storage, matrix (2.7.27) is represented by the two arrays of length
11, as follows

index k 1 2 3 4 5 6 7 8 9 (10 | 11

ija(k) 7 8 8 (10 | 11 | 12 3 2 4 5 4

sa(k) 3. | 4. | 5. 0. 5. x [ 1. | 7. ]9 2. 6.

(2.7.28)

Here z is an arbitrary value. Notice that, according to the storage rules, the value of N
(namely 5) is ija(1)-2, and the length of each array is ija(ija(1)-1)-1, namely 11.
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72 Chapter 2. Solution of Linear Algebraic Equations

The diagonal element in row i is sa(i), and the off-diagonal elements in that row are in
sa(k) where k loops from ija(i) to ija(i+1)-1, if the upper limit is greater or equal to
the lower one (as in FORTRAN do loops).

Hereisaroutine, sprsin, that convertsamatrix from full storage mode into row-indexed
sparse storage mode, throwing away any elements that are less than a specified threshold.
Of course, the principal use of sparse storage mode is for matrices whose full storage mode
won't fit into your machine at all; then you have to generate them directly into sparse format.
Nevertheless sprsin is useful as a precise algorithmic definition of the storage scheme, for
subscale testing of large problems, and for the case where execution time, rather than storage,
furnishes the impetus to sparse storage.

SUBROUTINE sprsin(a,n,np,thresh,nmax,sa,ija)

INTEGER n,nmax,np,ija(nmax)

REAL thresh,a(np,np),sa(nmax)
Converts a square matrix a(1:n,1:n) with physical dimension np into row-indexed sparse
storage mode. Only elements of a with magnitude >thresh are retained. Output is in
two linear arrays with physical dimension nmax (an input parameter): sa(l:) contains
array values, indexed by ija(1:). The logical sizes of sa and ija on output are both
ija(ija(1)-1)-1 (see text).

INTEGER 1i,j,k

dou j=1,n Store diagonal elements.

sa(j)=a(j,j)
enddo 11
ija(1)=n+2 Index to 1st row off-diagonal element, if any.
k=n+1
do13 i=1,n Loop over rows.

do12 j=1,n Loop over columns.

if (abs(a(i,j)) .ge.thresh)then
if(i.ne.j)then Store off-diagonal elements and their columns.
k=k+1

if (k.gt.nmax)pause ’nmax too small in sprsin’
sa(k)=a(i,j)
ija(k)=j
endif
endif
enddo 12
ija(i+1)=k+1 As each row is completed, store index to next.
enddo 13
return
END

The single most important use of a matrix in row-indexed sparse storage mode is to
multiply a vector to itsright. In fact, the storage mode is optimized for just this purpose.
The following routine is thus very simple.

SUBROUTINE sprsax(sa,ija,x,b,n)

INTEGER n,ija(¥)

REAL b(n),sa(*),x(n)
Multiply a matrix in row-index sparse storage arrays sa and ija by a vector x(1:n), giving
a vector b(1:n).

INTEGER i,k

if (ija(l) .ne.n+2) pause ’mismatched vector and matrix in sprsax’

do12 i=1,n

b(i)=sa(i)*x(i) Start with diagonal term.
dou k=ija(i),ija(i+1)-1 Loop over off-diagonal terms.
b(i)=b(i)+sa(k)*x(ija(k))
enddo 11
enddo 12
return

END
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Itisalso simpleto multiply thetranspose of amatrix by avector toitsright. (Wewill use
this operation later in this section.) Note that the transpose matrix is not actually constructed.

SUBROUTINE sprstx(sa,ija,x,b,n)
INTEGER n,ija(¥)
REAL b(n),sa(*),x(n)
Multiply the transpose of a matrix in row-index sparse storage arrays sa and ija by a
vector x(1:n), giving a vector b(1:n).
INTEGER i,j,k
if (ija(l) .ne.n+2) pause ’mismatched vector and matrix in sprstx’
doun i=1,n Start with diagonal terms.
b(i)=sa(i)*x(i)
enddo 11
do13 i=1,n Loop over off-diagonal terms.
do 12 k=ija(i),ija(i+1)-1
j=ija(k)
b(§)=b(j)+sa(k)*x(i)
enddo 12
enddo 13
return
END

(Double precision versions of sprsax and sprstx, named dsprsax and dsprstx, are used
by the routine atimes later in this section. You can easily make the conversion, or else get
the converted routines from the Numerical Recipes diskettes.)

In fact, because the choice of row-indexed storage treats rows and columns quite
differently, it is quite an involved operation to construct the transpose of a matrix, given the
matrix itself in row-indexed sparse storage mode. When the operation cannot be avoided, it
is done as follows: An index of all off-diagonal elements by their columns is constructed
(see §8.4). The elements are then written to the output array in column order. As each
element is written, its row is determined and stored. Finally, the elements in each column
are sorted by row.

SUBROUTINE sprstp(sa,ija,sb,ijb)

INTEGER ija(x),ijb(*)

REAL sa(*),sb(x)

USES i i ndexx Version of indexx with all REAL variables changed to INTEGER.
Construct the transpose of a sparse square matrix, from row-index sparse storage arrays sa
and ija into arrays sb and ijb.

INTEGER j,jl,jm,jp,ju,k,m,n2,noff,inc,iv

REAL v

n2=ija(1) Linear size of matrix plus 2.

do 11 j=1,n2-2 Diagonal elements.
sb(j)=sa(j)

enddo 11

call iindexx(ija(n2-1)-ija(1),ija(n2),ijb(n2))
Index all off-diagonal elements by their columns.

jp=0
do 13 k=ija(1),ija(n2-1)-1 Loop over output off-diagonal elements.
m=ijb(k)+n2-1 Use index table to store by (former) columns.
sb(k)=sa(m)
do 12 j=jp+1,ija(m) Fill in the index to any omitted rows.
1jb(j)=k
enddo 12
jp=ija(m) Use bisection to find which row element m is in and put that
jl=1 into ijb(k).
ju=n2-1

if (ju-jl.gt.1) then
jm=(ju+jl)/2
if(ija(jm) .gt.m)then
ju=jm
else
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74 Chapter 2.  Solution of Linear Algebraic Equations

jl=jm
endif
goto 5
endif
1jb(k)=j1
enddo 13
do 14 j=jp+1,n2-1
ijb(j)=ija(n2-1)
enddo 14 Make a final pass to sort each row by Shell sort algorithm.
do 16 j=1,n2-2
jl=ijb(j+1)-ijb(j)
noff=ijb(j)-1
inc=1
inc=3*inc+1
if(inc.le.jl)goto 1
continue
inc=inc/3
do 15 k=noff+inc+1,noff+jl
iv=ijb(k)
v=sb (k)
m=k
if (ijb(m-inc) .gt.iv)then
ijb(m)=ijb(m-inc)
sb(m)=sb(m-inc)

m=m-inc
if (m-noff.le.inc)goto 4
goto 3
endif
ijb(m)=iv
sb(m)=v
enddo 15
if (inc.gt.1)goto 2
enddo 16
return
END

The above routine embeds internally a sorting algorithm from §8.1, but calls the external
routine iindexx to construct the initial column index. Thisroutineisidentical to indexx, as
listed in §8.4, except that the latter’s two REAL declarations should be changed to integer.
(The Numerical Recipes diskettes include both indexx and iindexx.) In fact, you can
often use indexx without making these changes, since many computers have the property
that numerical values will sort correctly independently of whether they are interpreted as
floating or integer values.

As final examples of the manipulation of sparse matrices, we give two routines for the
multiplication of two sparse matrices. Theseare useful for techniquesto bedescribedin §13.10.

In general, the product of two sparse matrices is not itself sparse. One therefore wants
to limit the size of the product matrix in one of two ways: either compute only those elements
of the product that are specified in advance by a known pattern of sparsity, or else compute all
nonzero elements, but store only those whose magnitude exceeds some threshold value. The
former technique, when it can be used, is quite efficient. The pattern of sparsity is specified
by furnishing an index array in row-index sparse storage format (e.g., ija). The program
then constructs a corresponding value array (e.g., sa). The latter technique runs the danger of
excessive compute times and unknown output sizes, so it must be used cautiously.

With row-index storage, it is much more natural to multiply a matrix (on the left) by
the transpose of a matrix (on the right), so that one is crunching rows on rows, rather than
rows on columns, Our routines therefore calculate A - BT, rather than A - B. This means
that you have to run your right-hand matrix through the transpose routine sprstp before
sending it to the matrix multiply routine.

Thetwoimplementing routines, sprspm for “ pattern multiply” and sprstm for “threshold
multiply” are quite similar in structure. Both are complicated by the logic of the various
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combinations of diagonal or off-diagonal elementsfor thetwo input streams and output stream.

SUBROUTINE sprspm(sa,ija,sb,ijb,sc,ijc)
INTEGER ija(*),ijb(*),ijc(*)
REAL sa(*),sb(*),sc(*)

Matrix multiply A - BT where A and B are two sparse matrices in row-index storage mode,
and B7 is the transpose of B. Here, sa and ija store the matrix A; sb and ijb store the
matrix B. This routine computes only those components of the matrix product that are pre-
specified by the input index array ijc, which is not modified. On output, the arrays sc and
ijc give the product matrix in row-index storage mode. For sparse matrix multiplication,
this routine will often be preceded by a call to sprstp, so as to construct the transpose
of a known matrix into sb, ijb.

INTEGER i,ijma,ijmb,j,m,ma,mb,mbb,mn

REAL sum
if (ija(1).ne.ijb(1).or.ija(1).ne.ijc(1))
pause ’sprspm sizes do not match’
do1 i=1,ijc(1)-2 Loop over rows.
j=i Set up so that first pass through loop does the diag-
m=i onal component.
mn=ijc(i)
sum=sa(i)*sb(i)
continue Main loop over each component to be output.
mb=13b(j)
do 1 ma=ija(i),ija(i+1)-1  Loop through elements in A’s row. Convoluted logic,
ijma=ija(ma) following, accounts for the various combinations
if(ijma.eq.j)then of diagonal and off-diagonal elements.
sum=sum+sa(ma) *sb(j)
else

if (mb.1t.ijb(j+1))then
ijmb=1ijb(mb)
if (ijmb.eq.i)then
sum=sum+sa (i) *sb (mb)
mb=mb+1
goto 2
else if(ijmb.lt.ijma)then
mb=mb+1
goto 2
else if(ijmb.eq.ijma)then
sum=sum+sa (ma) *sb (mb)
mb=mb+1
goto 2
endif
endif
endif
enddo 11
do 12 mbb=mb,ijb(j+1)-1 Exhaust the remainder of B's row.
if (ijb(mbb) .eq.i)then
sum=sum+sa (i) *sb (mbb)
endif
enddo 12
sc(m)=sum
sum=0.e0 Reset indices for next pass through loop.
if (mn.ge.ijc(i+1))goto 3
m=mn
mn=mn+1
j=ijc(m)
goto 1
continue

enddo 13
return

END
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SUBROUTINE sprstm(sa,ija,sb,ijb,thresh,nmax,sc,ijc)
INTEGER nmax,ija(*),ijb(*),ijc(nmax)
REAL thresh,sa(*),sb(*),sc(nmax)

Matrix multiply A - BT where A and B are two sparse matrices in row-index storage mode,
and B is the transpose of B. Here, sa and ija store the matrix A; sb and ijb store the
matrix B. This routine computes all components of the matrix product (which may be non-
sparse!), but stores only those whose magnitude exceeds thresh. On output, the arrays
sc and ijc (whose maximum size is input as nmax) give the product matrix in row-index
storage mode. For sparse matrix multiplication, this routine will often be preceded by a call
to sprstp, so as to construct the transpose of a known matrix into sb, ijb.

INTEGER i,ijma,ijmb,j,k,ma,mb,mbb

REAL sum

if (ija(1).ne.ijb(1)) pause ’sprstm sizes do not match’

k=ija(1)

ije(1)=k

dou i=1,ija(1)-2 Loop over rows of A,
do 13 j=1,ijb(1)-2 and rows of B.

if(i.eq.j)then
sum=sa(i)*sb(j)

else
sum=0.e0
endif
mb=1jb(j)
do 11 ma=ija(i),ija(i+1)-1  Loop through elements in A’s row. Convoluted logic,
ijma=ija(ma) following, accounts for the various combinations
if(ijma.eq.j)then of diagonal and off-diagonal elements.
sum=sum+sa(ma) *sb(j)
else
if (mb.1t.1ijb(j+1))then
ijmb=i3jb (mb)
if (ijmb.eq.i)then
sum=sum+sa (i) *sb (mb)
mb=mb+1
goto 2
else if(ijmb.lt.ijma)then
mb=mb+1
goto 2
else if(ijmb.eq.ijma)then
sum=sum+sa (ma) *sb (mb)
mb=mb+1
goto 2
endif
endif
endif
enddo 11
do 12 mbb=mb,ijb(j+1)-1 Exhaust the remainder of B’s row.

if (ijb(mbb) .eq.i)then
sum=sum+sa (i) *sb (mbb)
endif
enddo 12
if(i.eq.j)then Where to put the answer...
sc(i)=sum
else if(abs(sum).gt.thresh)then
if (k.gt.nmax)pause ’sprstm: nmax to small’

sc(k)=sum
ijc(k)=j
k=k+1
endif
enddo 13
ije(i+1)=k
enddo 14
return

END
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2.7 Sparse Linear Systems 7

Conjugate Gradient Method for a Sparse System

So-called conjugate gradient methods provide a quite general means for solving the
N x N linear system

A-x=b (2.7.29)

The attractiveness of these methods for large sparse systems is that they reference A only
through its multiplication of a vector, or the multiplication of its transpose and a vector. As
we have seen, these operations can be very efficient for a properly stored sparse matrix. You,
the “owner” of the matrix A, can be asked to provide subroutines that perform these sparse
matrix multiplications as efficiently as possible. We, the“ grand strategists’ supply the general
routine, 1inbcg below, that solvesthe set of linear equations, (2.7.29), using your subroutines.

Thesimplest, “ordinary” conjugate gradient algorithm [11-13] solves (2.7.29) only in the
casethat A issymmetric and positive definite. It isbased on theideaof minimizing thefunction

f(x):%x-A-x—b-x (2.7.30)
This function is minimized when its gradient
Vf=A-x—b (2.7.31)

is zero, which is equivalent to (2.7.29). The minimization is carried out by generating a
succession of search directions p,, and improved minimizers x;.. At each stage a quantity o
is found that minimizes f(X, + axp,), and Xx41 iS set equal to the new point Xi + axp,,.
The p,, and x;, are built up in such away that X1 isalso the minimizer of f over the whole
vector space of directions already taken, {p,,p,,...,P,}. After N iterations you arrive at
the minimizer over the entire vector space, i.e., the solution to (2.7.29).

Later, in §10.6, we will generalize this “ordinary” conjugate gradient algorithm to the
minimization of arbitrary nonlinear functions. Here, where our interest isin solving linear,
but not necessarily positive definite or symmetric, equations, a different generalization is
important, the biconjugate gradient method. This method does not, in general, have a simple
connection with function minimization. It constructs four sequences of vectors, ry, Tx, Py,
Pr. k= 1,2,.... Yousupply theinitial vectorsr; and Ty, and set p; = ri1, p; = 1. Then
you carry out the following recurrence:

T Tg
ﬁk'A'pk
rk+1:rk—akA~pk

(€75

M1 =Tk — arA” Py (2.7.32)
 Tkg1 Tkt o
B = ———

Tk IE
Prt1 = Met1 + BePy

Pri1 = Tht1 + Biby
This sequence of vectors satisfies the biorthogonality condition
T;- ry=r;-: Tj =0, j <1 (2733)

and the biconjugacy condition

P, A-p,=p;-AT-p; =0, j<i (2.7.34)
There is also a mutua orthogonality,
Fi-p;=r:-p; =0, j<i (2.7.35)

The proof of these properties proceeds by straightforward induction[14]. As long as the
recurrence does not break down earlier because one of the denominators is zero, it must
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78 Chapter 2. Solution of Linear Algebraic Equations

terminate after m < N stepswith r,,41 = Tm41 = 0. Thisisbasically because after at most
N steps you run out of new orthogonal directions to the vectors you've aready constructed.

To use the algorithm to solve the system (2.7.29), make an initial guess x; for the
solution. Choose r; to be the residual

r = b—A- X1 (2736)
and choose T1 = r;. Then form the sequence of improved estimates
Xk+1 = Xk + Py, (2737)

while carrying out the recurrence (2.7.32). Equation (2.7.37) guarantees that ry4; from the
recurrence is in fact the residual b — A - X1 corresponding to Xg+1. Since ry,+1 = 0,
Xm+1 IS the solution to equation (2.7.29).

While there is no guarantee that this whole procedure will not break down or become
unstable for general A, in practice thisis rare. More importantly, the exact termination in at
most NV iterations occurs only with exact arithmetic. Roundoff error means that you should
regard the process as a genuinely iterative procedure, to be halted when some appropriate
error criterion is met.

The ordinary conjugate gradient algorithm is the special case of the biconjugate gradient
agorithm when A is symmetric, and we chooseT; =r;. Thent, = r, and p, = p, for all
k; you can omit computing them and halve the work of the algorithm. This conjugate gradient
version has the interpretation of minimizing equation (2.7.30). If A is positive definite as
well as symmetric, the algorithm cannot break down (in theory!). The routine 1inbcg below
indeed reduces to the ordinary conjugate gradient method if you input a symmetric A, but
it does al the redundant computations.

Another variant of the general algorithm corresponds to a symmetric but non-positive
definite A, with the choice i = A -ry instead of T1 = rq1. Inthiscaser, = A - ry and
P = A - p, for al k. Thisalgorithm is thus equivalent to the ordinary conjugate gradient
algorithm, but with al dot productsa- b replaced by a- A - b. Itiscalled the minimumresidual
algorithm, because it corresponds to successive minimizations of the function

d(x) = % ror= % |A-x—b? (2.7.38)
wherethe successiveiteratesx; minimize & over the same set of search directionsp,, generated
in the conjugate gradient method. This algorithm has been generaized in various ways for
unsymmetric matrices. The generalized minimum residual method (GMRES; see[9,15)) is
probably the most robust of these methods.

Note that equation (2.7.38) gives

Vo(x) =A" - (A-x—b) (2.7.39)

For any nonsingular matrix A, AT - A is symmetric and positive definite. You might therefore
be tempted to solve equation (2.7.29) by applying the ordinary conjugate gradient algorithm
to the problem

(AT .A).x=AT.b (2.7.40)

Don't! The condition number of the matrix AT - A is the square of the condition number of
A (see §2.6 for definition of condition number). A large condition number both increases the
number of iterations required, and limits the accuracy to which a solution can be obtained. It
isamost always better to apply the biconjugate gradient method to the original matrix A.

So far we have said nothing about the rate of convergence of these methods. The
ordinary conjugate gradient method works well for matrices that are well-conditioned, i.e.,
“close” to the identity matrix. This suggests applying these methods to the preconditioned
form of equation (2.7.29),

(A A)-x=A".b (2.7.41)

Theideaisthat you nlight aready be able to solve your linear system easily for someA close
to A, in which case A" - A ~ 1, allowing the algorithm to converge in fewer steps. The
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2.7 Sparse Linear Systems 79

matrix A is caled a preconditioner [11], and the overall scheme given here is known as the
preconditioned biconjugate gradient method or PBCG.

For efficient implementation, the PBCG algorithm introduces an additional set of vectors
7, and z;, defined by

A-zp=r, ad A -Z, =T, (2.7.42)
and modifies the definitions of o, Bk, p,, and P, in equation (2.7.32):
o = Tk - Zk
i ﬁk A pk
By = Trt1 - Zrt1
k T - 21 (2.7.43)

Prt1 = Zi+1 + BrPy
Pri1 = Ze+1 + BiPy

For 1inbcg, below, we will ask you to supply routines that solve the auxiliary linear systems

(2.7.42). If you have no idea what to use for the preconditioner A, then use the diagonal part
of A, or even the identity matrix, in which case the burden of convergence will be entirely
on the biconjugate gradient method itself.

Theroutinelinbcg, below, isbased onaprogram originally written by Anne Greenbaum.
(See[13] for a different, less sophisticated, implementation.) There are a few wrinkles you
should know about.

What constitutes “good” convergence is rather application dependent. The routine
linbcg therefore provides for four possibilities, selected by setting the flag itol on input.
If itol=1, iteration stops when the quantity |A - x — b|/|b| is less than the input quantity
tol. If itol=2, the required criterion is

AT (A-x—b)|/JA"" - b| < tol (2.7.44)

If ito1=3, the routine uses its own estimate of the error in X, and requires its magnitude,
divided by the magnitude of X, to belessthan tol. The setting itol=4 isthe sameasitol=3,
except that the largest (in absolute value) component of the error and largest component of x
are used instead of the vector magnitude (that is, the L., norm instead of the L, norm). You
may need to experiment to find which of these convergence criteriais best for your problem.

On output, err is the tolerance actualy achieved. If the returned count iter does
not indicate that the maximum number of allowed iterations itmax was exceeded, then err
should be less than tol. If you want to do further iterations, leave al returned quantities as
they are and call the routine again. The routine loses its memory of the spanned conjugate
gradient subspace between calls, however, so you should not force it to return more often
than about every N iterations.

Finally, note that 1inbcg is furnished in double precision, since it will be usually be
used when N is quite large.

SUBROUTINE linbcg(n,b,x,itol,tol,itmax,iter,err)

INTEGER iter,itmax,itol,n,NMAX

DOUBLE PRECISION err,tol,b(*),x(*),EPS Double precision is a good idea in this rou-
PARAMETER (NMAX=1024,EPS=1.d-14) tine.

C USES atines, asol ve, snrm

Solves A - x = b for x(1:n), given b(1:n), by the iterative biconjugate gradient method.
On input x(1:n) should be set to an initial guess of the solution (or all zeros); itol is
1,2,3, or 4, specifying which convergence test is applied (see text); itmax is the maximum
number of allowed iterations; and tol is the desired convergence tolerance. On output,
x(1:n) is reset to the improved solution, iter is the number of iterations actually taken,
and err is the estimated error. The matrix A is referenced only through the user-supplied
routines atimes, which computes the product of either A or its transpose on a vector; and

~ ~T ~
asolve, which solves A-x =b or A~ - x = b for some preconditioner matrix A (possibly
the trivial diagonal part of A).

INTEGER j
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80 Chapter 2. Solution of Linear Algebraic Equations

DOUBLE PRECISION ak,akden,bk,bkden,bknum,bnrm,dxnrm,
xnrm,zminrm,znrm, p (NMAX) , pp (NMAX) ,r (NMAX) ,rr (NMAX) ,
z (NMAX) ,zz (NMAX) , snrm

iter=0 Calculate initial residual.

call atimes(n,x,r,0) Input to atimes is x(1:n), output isr(1:n);

do1 j=1,n the final 0 indicates that the matrix (not
r(j)=b(3)-r(j) its transpose) is to be used.
rr(j)=r(j)

enddo 11

call atimes(n,r,rr,0) Uncomment this line to get the “minimum

if(itol.eq.1) then residual” variant of the algorithm.
bnrm=snrm(n,b,itol)
call asolve(n,r,z,0) Input to asolve is r(1:n), output is z(1:n);

else if (itol.eq.2) then the final 0 indicates that the matrix A
call asolve(n,b,z,0) (not its transpose) is to be used.

bnrm=snrm(n,z,itol)
call asolve(n,r,z,0)
else if (itol.eq.3.or.itol.eq.4) then
call asolve(n,b,z,0)
bnrm=snrm(n,z,itol)
call asolve(n,r,z,0)
znrm=snrm(n,z,itol)
else
pause ’illegal itol in linbcg’
endif

100 if (iter.le.itmax) then Main loop.

iter=iter+1
call asolve(n,rr,zz,1) Final 1 indicates use of transpose matrix AT.
bknum=0.d0
do12 j=1,n Calculate coefficient bk and direction vectors
bknum=bknum+z (j) *rr (j) p and pp.
enddo 12
if(iter.eq.1) then
do13 j=1,n
p()=z(3)
pp(j)=zz(j)
enddo 13
else
bk=bknum/bkden
dous j=1,n
p(§)=bk*p(j)+z(j)
pp (j)=bk*pp (j)+zz(j)
enddo 14
endif
bkden=bknum Calculate coefficient ak, new iterate x, and
call atimes(n,p,z,0) new residuals r and rr.
akden=0.d0
do1s j=1,n
akden=akden+z (j)*pp(j)
enddo 15
ak=bknum/akden
call atimes(n,pp,zz,1)
dos j=1,n
x(§)=x(j)+ak*p(j)
r(j)=r(j)-ak*z(j)
rr (j)=rr(j)-ak*zz(j)
enddo 16 _
call asolve(n,r,z,0) Solve A-z =r and check stopping criterion.
if(itol.eq.1)then
err=snrm(n,r,itol) /bnrm
else if(itol.eq.2)then
err=snrm(n,z,itol)/bnrm
else if(itol.eq.3.or.itol.eq.4)then
zmlnrm=znrm
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2.7 Sparse Linear Systems 8l

znrm=snrm(n,z,itol)

if (abs(zminrm-znrm) .gt .EPS*znrm) then
dxnrm=abs (ak) *snrm(n,p,itol)
err=znrm/abs (zmlnrm-znrm) *dxnrm

else
err=znrm/bnrm Error may not be accurate, so loop again.
goto 100

endif

xnrm=snrm(n,x,itol)
if (err.le.0.5d0*xnrm) then
err=err/xnrm

else
err=znrm/bnrm Error may not be accurate, so loop again.
goto 100
endif
endif

write (*,*) ’ iter=’,iter,’ err=’,err
if (err.gt.tol) goto 100
endif
return
END

The routine 1inbcg uses this short utility for computing vector norms:

FUNCTION snrm(n,sx,itol)
INTEGER n,itol,i,isamax
DOUBLE PRECISION sx(n),snrm
Compute one of two norms for a vector sx(1:n), as signaled by itol. Used by linbcg.
if (itol.le.3)then
snrm=0.
dou i=1,n Vector magnitude norm.
snrm=snrm+sx (i) **2
enddo 11
snrm=sqrt (snrm)
else
isamax=1
do12 i=1,n Largest component norm.
if (abs(sx(i)) .gt.abs(sx(isamax))) isamax=i
enddo 12
snrm=abs (sx (isamax))
endif
return
END

So that the specifications for the routines atimes and asolve are clear, we list here
simple versions that assume a matrix A stored somewhere in row-index sparse format.

SUBROUTINE atimes(n,x,r,itrnsp)
INTEGER n,itrnsp,ija,NMAX
DOUBLE PRECISION x(n),r(n),sa
PARAMETER (NMAX=1000)
COMMON /mat/ sa(NMAX),ija(NMAX) The matrix is stored somewhere.
USES dsprsax, dsprst x DOUBLE PRECISION versions of sprsax and sprstx.
if (itrnsp.eq.0) then
call dsprsax(sa,ija,x,r,n)
else
call dsprstx(sa,ija,x,r,n)
endif
return
END
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82 Chapter 2. Solution of Linear Algebraic Equations

SUBROUTINE asolve(n,b,x,itrnsp)

INTEGER n,itrnsp,ija,NMAX,i

DOUBLE PRECISION x(n),b(n),sa

PARAMETER (NMAX=1000)

COMMON /mat/ sa(NMAX),ija(NMAX) The matrix is stored somewhere.
don i=1,n

x(1)=b(i)/sa(i) The matrix A is the diagonal part of A, stored in
enddo 11 the first n elements of sa. Since the transpose
return matrix has the same diagonal, the flag itrnsp is
END not used.
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2.8 Vandermonde Matrices and Toeplitz
Matrices

In §2.4 the case of a tridiagonal matrix was treated specially, because that
particular type of linear system admits a solution in only of order N operations,
rather than of order V3 for the general linear problem. When such particular types
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82 Chapter 2. Solution of Linear Algebraic Equations

SUBROUTINE asolve(n,b,x,itrnsp)

INTEGER n,itrnsp,ija,NMAX,i

DOUBLE PRECISION x(n),b(n),sa

PARAMETER (NMAX=1000)

COMMON /mat/ sa(NMAX),ija(NMAX) The matrix is stored somewhere.
don i=1,n

x(1)=b(i)/sa(i) The matrix A is the diagonal part of A, stored in
enddo 11 the first n elements of sa. Since the transpose
return matrix has the same diagonal, the flag itrnsp is
END not used.

CITED REFERENCES AND FURTHER READING:
Tewarson, R.P. 1973, Sparse Matrices (New York: Academic Press). [1]

Jacobs, D.A.H. (ed.) 1977, The State of the Artin Numerical Analysis (London: Academic Press),
Chapter 1.3 (by J.K. Reid). [2]

George, A., and Liu, JW.H. 1981, Computer Solution of Large Sparse Positive Definite Systems
(Englewood Cliffs, NJ: Prentice-Hall). [3]

NAG Fortran Library (Numerical Algorithms Group, 256 Banbury Road, Oxford OX27DE, U.K.).
(4]
IMSL Math/Library Users Manual (IMSL Inc., 2500 CityWest Boulevard, Houston TX 77042). [5]

Eisenstat, S.C., Gursky, M.C., Schultz, M.H., and Sherman, A.H. 1977, Yale Sparse Matrix Pack-
age, Technical Reports 112 and 114 (Yale University Department of Computer Science). [6]

Knuth, D.E. 1968, Fundamental Algorithms, vol. 1 of The Art of Computer Programming (Reading,
MA: Addison-Wesley), §2.2.6. [7]

Kincaid, D.R., Respess, J.R., Young, D.M., and Grimes, R.G. 1982, ACM Transactions on Math-
ematical Software, vol. 8, pp. 302-322. [8]

PCGPAK User’s Guide (New Haven: Scientific Computing Associates, Inc.). [9]
Bentley, J. 1986, Programming Pearls (Reading, MA: Addison-Wesley), §9. [10]

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), Chapters 4 and 10, particularly §§10.2-10.3. [11]

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
Chapter 8. [12]

Baker, L. 1991, More C Tools for Scientists and Engineers (New York: McGraw-Hill). [13]

Fletcher, R. 1976, in Numerical Analysis Dundee 1975, Lecture Notes in Mathematics, vol. 506,
A. Dold and B Eckmann, eds. (Berlin: Springer-Verlag), pp. 73-89. [14]

Saad, Y., and Schulz, M. 1986, SIAM Journal on Scientific and Statistical Computing, vol. 7,
pp. 856-869. [15]

Bunch, J.R., and Rose, D.J. (eds.) 1976, Sparse Matrix Computations (New York: Academic
Press).

Duff, I.S., and Stewart, G.W. (eds.) 1979, Sparse Matrix Proceedings 1978 (Philadelphia:
S.LAM.).

2.8 Vandermonde Matrices and Toeplitz
Matrices

In §2.4 the case of a tridiagonal matrix was treated specially, because that
particular type of linear system admits a solution in only of order N operations,
rather than of order V3 for the general linear problem. When such particular types
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2.8 Vandermonde Matrices and Toeplitz Matrices 83

exist, it is important to know about them. Your computational savings, should you
ever happen to be working on a problem that involves the right kind of particular
type, can be enormous.

This section treats two special types of matrices that can be solved in of order
N? operations, not as good as tridiagonal, but a lot better than the general case.
(Other than the operations count, these two types having nothing in common.)
Matrices of the first type, termed Vandermonde matrices, occur in some problems
having to do with the fitting of polynomials, the reconstruction of distributions from
their moments, and also other contexts. In this book, for example, a Vandermonde
problem crops up in §3.5. Matrices of the second type, termed Toeplitz matrices,
tend to occur in problems involving deconvolution and signal processing. In this
book, a Toeplitz problem is encountered in §13.7.

These are not the only specia types of matrices worth knowing about. The
Hilbert matrices, whose components are of the forma,; = 1/(i +j — 1), i,j =
1,..., N can be inverted by an exact integer algorithm, and are very difficult to
invert in any other way, since they are notoriously ill-conditioned (see [1] for details).
The Sherman-Morrison and Woodbury formulas, discussed in §2.7, can sometimes
be used to convert new specia forms into old ones. Reference [2] gives some other
special forms. We have not found these additional forms to arise as frequently as
the two that we now discuss.

Vandermonde Matrices

A Vandermonde matrix of size N x N is completely determined by N arbitrary
numbers x1,z2,..., 2y, in terms of which its N 2 components are the integer powers
xfl, 1,7 = 1,..., N. Evidently there are two possible such forms, depending on whether

we view the i's as rows, j's as columns, or vice versa. In the former case, we get a linear
system of equations that looks like this,

2 N-1
1 =z 2z - z3 c1 Y1
2 N-1
Lo 23 - 2 e = | v (2.8.1)
: : 1 N1 : :
1 znv 2xy - Ty CN YN

Performing the matrix multiplication, you will see that this equation solves for the unknown
coefficients ¢; which fit a polynomial to the N pairs of abscissas and ordinates (x;,y;).
Precisely this problem will arise in §3.5, and the routine given there will solve (2.8.1) by the
method that we are about to describe.

The alternative identification of rows and columns leads to the set of equations

1 1 e 1 w1 q1
m% x'% cee Ié\f w2 q2
1 3 0 N || w3 | =43 (2.8.2)
N-1 _ N-1 N-1
T Ty e Ty wWN an

Write this out and you will see that it relates to the problem of moments: Given the values
of N points x;, find the unknown weights w;, assigned so as to match the given values
gq; of the first N moments. (For more on this problem, consult [3].) The routine given in
this section solves (2.8.2).
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84 Chapter 2. Solution of Linear Algebraic Equations

The method of solution of both (2.8.1) and (2.8.2) is closely related to Lagrange's
polynomial interpolation formula, which we will not formally meet until §3.1 below. Notwith-
standing, the following derivation should be comprehensible:

Let P;(x) be the polynomial of degree N — 1 defined by

N N
T — Tn _
Piw) =] xj_—anE Ajpz® (283)
n=1 k=1
(n#3)

Here the meaning of the last equality is to define the components of the matrix A;; as the
coefficients that arise when the product is multiplied out and like terms collected.

The polynomial P;(z) is a function of x generally. But you will notice that it is
specifically designed so that it takes on a value of zero at all x; with ¢ # j, and has a value
of unity & = = z;. In other words,

N
Py(w:) = 615 = Agrry ! (2.8.4)
k=1

But (2.8.4) saysthat A, isexactly theinverse of the matrix of components z°~*, which
appears in (2.8.2), with the subscript as the column index. Therefore the solution of (2.8.2)
is just that matrix inverse times the right-hand side,

N
w; =Y Ak (2.8.5)
k=1

Asfor the transpose problem (2.8.1), we can use the fact that the inverse of the transpose
is the transpose of the inverse, so

N
Cc; = Z Akjyk (286)
k=1

The routine in §3.5 implements this.

It remains to find a good way of multiplying out the monomial termsin (2.8.3), in order
to get the components of A;x. Thisisessentially a bookkeeping problem, and we will let you
read the routine itself to see how it can be solved. Onetrick isto define a master P(x) by

N
P(x)=[[(@—=zn) (2.8.7)

work out its coefficients, and then obtain the numerators and denominators of the specific B;'s
viasynthetic division by theonesupernumerary term. (See§5.3for moreon syntheticdivision.)
Since each such division is only a process of order IV, the total procedure is of order N2,

You should be warned that Vandermonde systems are notoriously ill-conditioned, by
their very nature. (As an aside anticipating §5.8, the reason is the same as that which makes
Chebyshev fitting so impressively accurate: there exist high-order polynomials that are very
good uniform fits to zero. Hence roundoff error can introduce rather substantial coefficients
of the leading terms of these polynomials.) Itisagood idea aways to compute Vandermonde
problems in double precision.

The routine for (2.8.2) which follows is due to G.B. Rybicki.

SUBROUTINE vander(x,w,q,n)
INTEGER n,NMAX
DOUBLE PRECISION q(n),w(n),x(n)
PARAMETER (NMAX=100)
Solves the Vandermonde linear system Zf\r:1 2P w; = g (k=1,...,N). Input consists

of the vectors x(1:n) and q(1:n); the vectonz' w(1:n) is output.
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2.8 Vandermonde Matrices and Toeplitz Matrices 85

Parameters: NMAX is the maximum expected value of n.
INTEGER 1i,j,k
DOUBLE PRECISION b,s,t,xx,c(NMAX)

if(n.eq.1)then

w(1)=q(1)
else
dou i=1,n Initialize array.
c(i)=0.d0
enddo 11
c(n)=-x(1) Coefficients of the master polynomial are found by recur-
do13 i=2,n sion.
xx=-x(1)

do12 j=n+1-i,n-1
c(§r=c(j)+xx*xc(j+1)
enddo 12
c(m)=c(n)+xx
enddo 13
do1s i=1,n
xx=x (i)
t=1.d0
b=1.40
s=q(n)
do 14 k=n,2,-1
b=c (k) +xx*b
s=s+q(k-1)*b
t=xx*t+b
enddo 14
w(i)=s/t
enddo 15
endif
return
END

Toeplitz Matrices

Each subfactor in turn

is synthetically divided,

matrix-multiplied by the right-hand side,

and supplied with a denominator.

An N x N Toeplitz matrix is specified by giving 2N — 1 numbers R, k = —N +
1,...,—1,0,1,..., N — 1. Those numbers are then emplaced as matrix elements constant
along the (upper-left to lower-right) diagonals of the matrix:

Ry R R, R,(N,Q) Rf(N71)
Ry Ro R, R_(n-3 R_(n-_2
R Ry Ro R_(n—49y R_(n-3) (2.88)
Ry-2 Rny-3 Ry-4 Ro R
Ry-1 Rn-2 Rn-3 Ry Ro
The linear Toeplitz problem can thus be written as
N
> Rijzj=yi (i=1,...,N) (2.8.9)
j=1
where the z;’s, j = 1,..., N, are the unknowns to be solved for.

The Toeplitz matrix is symmetric if R, = R_j for al k. Levinson [4] developed an
algorithm for fast solution of the symmetric Toeplitz problem, by a bordering method, that is,
a recursive procedure that solves the M -dimensional Toeplitz problem

M
S R =

=1

(2.8.10)
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86 Chapter 2. Solution of Linear Algebraic Equations

inturnfor M = 1,2,... until M = N, the desired result, isfinally reached. The vector z\""
isthe result at the Mth stage, and becomes the desired answer only when N is reached.
Levinson's method is well documented in standard texts (e.g., [5]). The useful fact that
the method generalizes to the nonsymmetric case seems to be less well known. At some risk
of excessive detail, we therefore give a derivation here, due to G.B. Rybicki.
In following arecursion from step M to step M + 1 wefind that our devel oping solution

z™) changes in this way:

M
SRiaM™M =y i=1,...M (2.8.11)
j=1
becomes
M
Z Riﬁ‘w;MH) + RF(MHWE\%SU = Ui i=1,...,M+1 (28.12)
j=1

By eliminating y; we find

M (M) (M+1)
i M - = 2813
ZRFJ' NS =Ri_(m+1) 1=1,....,.M (28.13)
j=1 Tary1
orbylettingi - M+1—diandj — M +1—j,
M
M
SR GY =R, (2.8.14)
j=1
where
on ey _ (M)
M) _ Trm41—j M+1—j
G8M = T (2.8.15)
M+1
To put this another way,
M+1 M M+1 M .
5&1+1jj = xSVIJr)lfj - 37§w+1 )G§ ) j=1...,.M (2.8.16)

Thus, if we can use recursion to find the order M quantities z*” and G*) and the single
order M + 1 quantity z','}}", then al of the other 2" *" will follow. Fortunately, the
quantity z{;"}" follows from equation (2.8.12) with i = M + 1,

M
> Rarersae™™ + Roafi Y = yara (2817)
j=1

(M+1)

For the unknown order M + 1 quantities x;

quantities in G since

we can substitute the previous order

2M) _ (M)
(M) e B |

Gy = D (2.8.18)
M+1

The result of this operation is

M M
(M+1) _ ijl RI\/I+17]‘LI)§ ) _ YM 1

M+1 M M
Zj:l R1W+1*J'G§w+)17j —Ro
The only remaining problem is to develop a recursion relation for G. Before we do

that, however, we should point out that there are actually two distinct sets of solutions to the
original linear problem for a nonsymmetric matrix, namely right-hand solutions (which we

(2.8.19)
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2.8 Vandermonde Matrices and Toeplitz Matrices 87

have been discussing) and left-hand solutions z;. The formalism for the left-hand solutions
differs only in that we deal with the equations

M
SR ™M=y, i=1,...M (2.8.20)

j=1

Then, the same sequence of operations on this set leads to

M
S Ri;HM =R (2.8.21)
j=1
where
LM (M)
HM = 2 i H)M“’J (2.8.22)
21

(compare with 2.8.14 — 2.8.15). The reason for mentioning the left-hand solutions now is
that, by equation (2.8.21), the H; satisfy exactly the same equation as the x; except for
the substitution y; — R; on the right-hand side. Therefore we can quickly deduce from
equation (2.8.19) that

M M
MY ijl RMH*J'H;‘ |- R

M+1 T M (M)
Zj:1 RI‘/I+1*1GAI+1—j — Ro

By the same token, G satisfies the same equation as z, except for the substitution y; — R—_;.
This gives

(2.8.23)

M M
G(I\/I+1) _ Zj:l ijMfng‘ ) - Ry

M+1 = M (M)
Zj:l ijfwle]\/I«rlfj —Ro

(2.8.24)

The same“morphism” also turnsequation (2.8.16), and its partner for z, into thefinal equations

(M+1) _ M) M+1 M)
Gj - G; - G§w+1 )H1(v1+17j

(2.8.25)
M M M M
H](‘ = H](‘ ) — H1(W+J[1)G5\£f+)l—j
Now, starting with the initial values
eV =ym/Re  GM=R.,/Ry¢ HY =Ri/Ro (2.8.26)

we can recurse away. At each stage M we use equations (2.8.23) and (2.8.24) to find

HH G Y andthen equation (2.8.25) tofind theother componentsof HM+1) | M+,

From there the vectors z(**% and/or z(*+1) are easily calculated.
The program below does this. It incorporates the second equation in (2.8.25) in the form

M1 M MA41) ~(M
H1(v1+13j = H](\/I+)1—j - H](M+1 )G§ ) (2.8.27)

so that the computation can be done “in place”

Notice that the above algorithm failsif Ry = 0. In fact, because the bordering method
does not alow pivoting, the algorithm will fail if any of the diagona principal minors of the
original Toeplitz matrix vanish. (Compare with discussion of the tridiagonal algorithm in
§2.4.) If the algorithm fails, your matrix is not necessarily singular — you might just have
to solve your problem by a slower and more general algorithm such as LU decomposition
with pivoting.

The routine that implements equations (2.8.23)—(2.8.27) is also due to Rybicki. Note
that the routine’s r (n+j) is equal to R; above, so that subscripts on the r array vary from
1to 2N — 1.
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88 Chapter 2. Solution of Linear Algebraic Equations

SUBROUTINE toeplz(r,x,y,n)
INTEGER n,NMAX
REAL r(2*n-1),x(n),y(n)
PARAMETER (NMAX=100)
Solves the Toeplitz system Zfrzl R(nyi—jzj = yi (i =1,...,N). The Toeplitz matrix
need not be symmetric. y and r are input arrays of length n and 2*n-1, respectively. x
is the output array, of length n.
Parameter: NMAX is the maximum anticipated value of n.
INTEGER j,k,m,m1,m2
REAL pp,ptl,pt2,q9q,qtl,qt2,sd,sgd,sgn,shn,sxn,
g (NMAX) ,h (NMAX)
if(r(n).eq.0.) goto 99
x(1)=y(1)/r(n) Initialize for the recursion.
if(n.eq.1)return
g()=r(n-1)/r(n)
h(1)=r(n+1)/r(n)

do 15 m=1,n Main loop over the recursion.
mi=m+1
sxn=-y(m1) Compute numerator and denominator for z,
sd=-r(n)
don j=1,m

sxn=sxn+r (n+m1-j)*x(j)
sd=sd+r (n+m1-j)*g(m-j+1)
enddo 11
if(sd.eq.0.)goto 99
x(m1)=sxn/sd whence x.
do1 j=1,m
x(§)=x(j)-x(m1) *g (m-j+1)
enddo 12
if (ml.eq.n)return
sgn=-r (n-m1) Compute numerator and denominator for G and H,
shn=-r (n+m1)
sgd=-r(n)
do13 j=1,m
sgn=sgn+r (n+j-m1)*g(j)
shn=shn+r (n+m1-j)*h(j)
sgd=sgd+r (n+j-m1) *h(m-j+1)
enddo 13
if(sd.eq.0..or.sgd.eq.0.)goto 99
g(m1)=sgn/sgd whence G and H.
h(m1)=shn/sd
k=m
m2=(m+1) /2
pp=g(m1)
qa=h(m1)
do 14 j=1,m2
pti=g(j)
pt2=g(k)
qt1=h(j)
qt2=h(k)
g(j)=pt1-pp*qt2
g(k)=pt2-pp*qt1
h(j)=qti-qqg*pt2
h(k)=qt2-qq*pt1
k=k-1
enddo 14
enddo 15 Back for another recurrence.
pause ’never get here in toeplz’
pause ’singular principal minor in toeplz’
END

If you arein the business of solving very large Toeplitz systems, you should find out about
so-called “new, fast” algorithms, which require only on the order of N (log N)? operations,
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2.9 Cholesky Decomposition 89

compared to N2 for Levinson’s method. These methods are too complicated to include here.
Papers by Bunch [6] and de Hoog [7] will give entry to the literature.

CITED REFERENCES AND FURTHER READING:

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), Chapter 5 [also treats some other special forms].

Forsythe, G.E., and Moler, C.B. 1967, Computer Solution of Linear Algebraic Systems (Engle-
wood Cliffs, NJ: Prentice-Hall), §19. [1]

Westlake, J.R. 1968, A Handbook of Numerical Matrix Inversion and Solution of Linear Equations
(New York: Wiley). [2]

von Mises, R. 1964, Mathematical Theory of Probability and Statistics (New York: Academic
Press), pp. 394ff. [3]

Levinson, N., Appendix B of N. Wiener, 1949, Extrapolation, Interpolation and Smoothing of
Stationary Time Series (New York: Wiley). [4]

Robinson, E.A., and Treitel, S. 1980, Geophysical Signal Analysis (Englewood Cliffs, NJ: Prentice-
Hall), pp. 163ff. [5]

Bunch, J.R. 1985, SIAM Journal on Scientific and Statistical Computing, vol. 6, pp. 349-364. [6]
de Hoog, F. 1987, Linear Algebra and Its Applications, vol. 88/89, pp. 123-138. [7]

2.9 Cholesky Decomposition

If a square matrix A happens to be symmetric and positive definite, then it has a
special, more efficient, triangular decomposition. Symmetric means that a;; = aj; for
i,7 = 1,..., N, while positive definite means that

v-A.-v>0 foral vectorsv (29.1)

(In Chapter 11 we will see that positive definite has the equivalent interpretation that A has
all positive eigenvalues.) While symmetric, positive definite matrices are rather special, they
occur quite frequently in some applications, so their special factorization, called Cholesky
decomposition, isgood to know about. When you can useit, Cholesky decomposition is about
a factor of two faster than alternative methods for solving linear equations.

Instead of seeking arbitrary lower and upper triangular factors L and U, Cholesky
decomposition constructs a lower triangular matrix L whose transpose LT can itself serve as
the upper triangular part. In other words we replace equation (2.3.1) by

L-LT=A (2.9.2)

This factorization is sometimes referred to as “taking the sguare root” of the matrix A. The
components of LT are of course related to those of L by

L =Ly (2.9.3)

Writing out equation (2.9.2) in components, one readily obtains the analogs of equations
(2.3.12)«(2.3.13),

i—1 1/2
Li; = (a -3 Lfk> (2.9.4)
k=1

and

sz' =

i—1
Ll.. (aij —ZLiijk> j=t1+1i+2,....N (295)
1 kj:l
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compared taV? for Levinson’s method. These methods are too complicated to include here.

Papers by Buncf$] and de Hood7] will give entry to the literature.
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2.9 Cholesky Decomposition

If a square matrixA happens to be symmetric and positive definite, then it has a

special, more efficient, triangular decompositiorBymmetric means that;; = aj; for
i,7 = 1,..., N, while positive definite means that

v-A.v>0 forall vectorsv (2.9.1

(In Chapter 11 we will see that positive definite has the equivalent interpretatioA thas

all positive eigenvalues.) While symmetric, positive definite matrices are rather special, the:

occur quite frequently in some applications, so their special factorization, dahelgsky

decomposition, is good to know about. When you can use it, Cholesky decomposition is abou

a factor of two faster than alternative methods for solving linear equations.
Instead of seeking arbitrary lower and upper triangular factorand U, Cholesky

decomposition constructs a lower triangular malriwhose transpose” can itself serve as

the upper triangular part. In other words we replace equation (2.3.1) by
L-LT=A (2.9.2

This factorization is sometimes referred to as “taking the square root” of the miatrthe
components of.T are of course related to those ofby

L =Ly (2.9.3

Writing out equation (2.9.2) in components, one readily obtains the analogs of equations;

(2.3.12)~(2.3.13),

i—1 1/2
Ly = (a - Z Lfk> (2.9.4
k=1
and

i—1
1 . . .

Lj; = I (aij_ E Liijk> j=t1+1i+2,....N (295)
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90 Chapter 2. Solution of Linear Algebraic Equations

If you apply equations (2.9.4) and (2.9.5) in the order 1,2,..., N, you will see
that the L's that occur on the right-hand side are already determined by the time they are
needed. Also, only components; with j > ¢ are referenced. (Sinc& is symmetric,
these have complete information.) It is convenient, then, to have the faatwerwrite the
subdiagonal (lower triangular but not including the diagonal) pa# gbreserving the input
upper triangular values &. Only one extra vector of lengtN is needed to store the diagonal
part of L. The operations count i&%/6 executions of the inner loop (consisting of one
multiply and one subtract), with alsy square roots. As already mentioned, this is about a
factor 2 better thallU decomposition oA (where its symmetry would be ignored).

A straightforward implementation is

SUBROUTINE choldc(a,n,np,p)
INTEGER n,np
REAL a(np,np),p(n)
Given a positive-definite symmetric matrix a(1:n,1:n), with physical dimension np, this
routine constructs its Cholesky decomposition, A = L-L7. On input, only the upper triangle
of a need be given; it is not modified. The Cholesky factor L is returned in the lower triangle
of a, except for its diagonal elements which are returned in p(1:n).
INTEGER i,j,k
REAL sum
do13 i=1,n
do12 j=i,n
sum=a(i,j)
do 11 k=i-1,1,-1
sum=sum-a(i,k)*a(j,k)

enddo 11
if(i.eq.j)then
if (sum.le.0.)pause ’choldc failed’ a, with rounding errors, is not
p(i)=sqrt (sum) positive definite.
else
a(j,i)=sum/p(i)
endif
enddo 12
enddo 13
return
END

AIBSISND]08IIP O] [fewa puss Jo ‘(AJuo eouBWY YUON) £2¢/-2/8-008-T |2 10 W09 Ju Mmmm//:dny

You might at this point wonder about pivoting. The pleasant answer is that Cholesky
decomposition is extremely stable numerically, without any pivoting at all. Failuseaqfdc
simply indicates that the matri (or, with roundoff error, another very nearby matrix) is
not positive definite. In facttholdc is an efficient way to tesvhether a symmetric matrix
is positive definite. (In this application, you will want to replace gamse with some less
drastic signaling method.)

Once your matrix is decomposed, the triangular factor can be used to solve a line
equation by backsubstitution. The straightforward implementation of this is

SUBROUTINE cholsl(a,n,np,p,b,x)

INTEGER n,np

REAL a(np,np),b(n),p(n),x(n)
Solves the set of n linear equations A - X = b, where a is a positive-definite symmetric
matrix with physical dimension np. a and p are input as the output of the routine choldc.
Only the lower triangle of a is accessed. b(1:n) is input as the right-hand side vector. The
solution vector is returned in x(1:n). a, n, np, and p are not modified and can be left
in place for successive calls with different right-hand sides b. b is not modified unless you
identify b and x in the calling sequence, which is allowed.

INTEGER i,k

REAL sum

do12 i=1,n Solve L -y = b, storing y in X.
sum=b (i)
do 11 k=i-1,1,-1

sum=sum-a (i, k)*x (k)
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2.10 QR Decomposition 91

enddo 11
x(i)=sum/p(i)

enddo 12

do 14 i=n,1,-1 Solve LT . x =y.
sum=x (i)
do 13 k=i+1,n

sum=sum-a(k, i) *x (k)

enddo 13
x(i)=sum/p(i)

enddo 14

return

END

Atypical use ofcholdc andcholsl is in the inversion of covariance matrices describing
the fit of data to a model; see, e.§15.6. In this, and many other applications, one often needs
L. The lower triangle of this matrix can be efficiently found from the outputtafldc:

do 13 i=1,n
a(i,i)=1./p(i)
do12 j=i+l,n
sum=0.
do 11 k=i, j-1
sum=sum-a(j,k)*a(k,i)
enddo 11
a(j,i)=sum/p(j)
enddo 12
enddo 13

CITED REFERENCES AND FURTHER READING:

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter /1.

Gill, PE., Murray, W., and Wright, M.H. 1991, Numerical Linear Algebra and Optimization, vol. 1
(Redwood City, CA: Addison-Wesley), §4.9.2.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§5.3.5.

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §4.2.

2.10 QR Decomposition

There is another matrix factorization that is sometimes very useful, the so-cafed
decomposition,
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A=Q-R (2.10.3
HereR is upper triangular, whil&® is orthogonal, that is,
or.Q0=1 (2.10.2

where Q7T is the transpose matrix d. Although the decomposition exists for a general
rectangular matrix, we shall restrict our treatment to the case when all the matrices are square,
with dimensionsN x N.
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2.10 QR Decomposition 91

enddo 11
x(i)=sum/p(i)

enddo 12

do1s i=n,1,-1 Solve LT . x =y.
sum=x (i)
do 13 k=i+1,n

sum=sum-a(k, i) *x (k)

enddo 13
x(i)=sum/p(i)

enddo 14

return

END

A typical useof choldc and cholsl isintheinversion of covariance matrices describing
thefit of datato amodel; see, e.g., §15.6. Inthis, and many other applications, one often needs
L ~!. Thelower triangle of this matrix can be efficiently found from the output of choldc:

do 13 i=1,n
a(i,i)=1./p(i)
do12 j=i+l,n
sum=0.
dou k=i, j-1
sum=sum-a(j,k)*a(k,i)
enddo 11
a(j,i)=sum/p(j)
enddo 12
enddo 13

CITED REFERENCES AND FURTHER READING:

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter /1.

Gill, PE., Murray, W., and Wright, M.H. 1991, Numerical Linear Algebra and Optimization, vol. 1
(Redwood City, CA: Addison-Wesley), §4.9.2.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§5.3.5.

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §4.2.

2.10 QR Decomposition

There is another matrix factorization that is sometimes very useful, the so-called QR
decomposition,

A=Q-R (2.10.1)
Here R is upper triangular, while Q is orthogonal, that is,
or.Q0=1 (2.10.2)

where QT is the transpose matrix of Q. Although the decomposition exists for a general
rectangular matrix, we shall restrict our treatment to the case when all the matrices are square,
with dimensions N x N.
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92 Chapter 2. Solution of Linear Algebraic Equations

Like the other matrix factorizations we have met (LU, SVD, Cholesky), QR decompo-
sition can be used to solve systems of linear equations. To solve

A-x=b (2.10.3)
first form QT - b and then solve
R-x=0Q7.b (2.10.4)

by backsubstitution. Since QR decomposition involves about twice as many operations as
LU decomposition, it is not used for typical systems of linear equations. However, we will
meet specia cases where QR is the method of choice.

The standard algorithm for the QR decomposition involves successive Householder
transformations (to be discussed later in §11.2). We write a Householder matrix in the form
1-u®u/cwherec = %u - u. An appropriate Householder matrix applied to agiven matrix
can zero al elements in a column of the matrix situated below a chosen element. Thus we
arrange for the first Householder matrix Q, to zero all elementsin the first column of A below
the first element. Similarly Q. zeroes all elements in the second column below the second
element, and soon up to Q,,_,. Thus

R=Q, ;- -Q-A (2.10.5)
Since the Householder matrices are orthogonal,
Q=(Qu Q) "' =0Q Q. (2.10.6)

In most applications we don’'t need to form Q explicitly; we instead store it in the factored
form (2.10.6). Pivoting is not usually necessary unless the matrix A is very close to singular.
A genera Q R agorithm for rectangular matricesincluding pivoting isgiven in[1]. For square
matrices, an implementation is the following:

SUBROUTINE qrdcmp(a,n,np,c,d,sing)

INTEGER n,np

REAL a(np,np),c(n),d(n)

LOGICAL sing
Constructs the QR decomposition of a(1:n,1:n), with physical dimension np. The upper
triangular matrix R is returned in the upper triangle of a, except for the diagonal elements
of R which are returned in d(1:n). The orthogonal matrix Q is represented as a product of
n — 1 Householder matrices Q; ...Q,,_1, where Q; = 1—u; ®U;/c;. The ith component
of uj is zero for i = 1,...,j — 1 while the nonzero components are returned in a(i,j) for
i =j,...,n. sing returns as true if singularity is encountered during the decomposition,
but the decomposition is still completed in this case.

INTEGER i,j,k

REAL scale,sigma,sum,tau

sing=.false.

do 17 k=1,n-1
scale=0.
do 1 i=k,n

scale=max(scale,abs(a(i,k)))

enddo 11

if(scale.eq.0.)then Singular case.
sing=.true.
c(k)=0.
d(k)=0.

else Form Qj and Q, - A.

do 12 i=k,n
a(i,k)=a(i,k)/scale
enddo 12
sum=0.
do 13 i=k,n
sum=sum+a (i ,k)**2
enddo 13
sigma=sign(sqrt(sum),a(k,k))
a(k,k)=a(k,k)+sigma
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2.10 QR Decomposition 93

c(k)=sigmaxa(k,k)
d(k)=-scale*sigma
do16 j=k+1,n
sum=0.
do 14 i=k,n
sum=sum+a (i,k)*a(i,j)
enddo 14
tau=sum/c (k)
do 15 i=k,n
a(i,j)=a(i,j)-tau*a(i,k)
enddo 15
enddo 16
endif
enddo 17
d(n)=a(n,n)
if (d(n) .eq.0.)sing=.true.
return
END

The next routine, qrsolv, isused to solve linear systems. In many applications only the
part (2.10.4) of the algorithm is needed, so we separate it off into its own routine rsolv.

SUBROUTINE grsolv(a,n,np,c,d,b)
INTEGER n,np
REAL a(np,np),b(n),c(n),d(n)
USES rsol v
Solves the set of n linear equations A-X = b, where a is a matrix with physical dimension np.
a, ¢, and d are input as the output of the routine grdcmp and are not modified. b(1:n)
is input as the right-hand side vector, and is overwritten with the solution vector on output.
INTEGER 1i,j
REAL sum,tau
do13 j=1,n-1 Form QT . b.
sum=0.
doun i=j,n
sum=sum+a (i, j)*b(i)
enddo 11
tau=sum/c(j)
do1 i=j,n
b(i)=b(i)-tau*a(i,j)
enddo 12
enddo 13
call rsolv(a,n,np,d,b) Solve R-x = QT . b.
return
END

SUBROUTINE rsolv(a,n,np,d,b)
INTEGER n,np
REAL a(np,np),b(n),d(n)
Solves the set of n linear equations R - x = b, where R is an upper triangular matrix stored
in a and d. a and d are input as the output of the routine grdcmp and are not modified.
b(1:n) is input as the right-hand side vector, and is overwritten with the solution vector
on output.
INTEGER i, j
REAL sum
b(n)=b(n)/d(n)
do 12 i=n-1,1,-1
sum=0.
doun j=i+1,n
sum=sum+a (i, j)*b(j)
enddo 11
b(i)=(b(i)-sum)/d(i)
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94 Chapter 2. Solution of Linear Algebraic Equations

enddo 12
return
END

See [2] for details on how to use @ R decomposition for constructing orthogonal bases,
and for solving least-squares problems. (We prefer to use SVD, §2.6, for these purposes,
because of its greater diagnostic capability in pathological cases.)

Updating a QR decomposition

Some numerical algorithms involve solving a succession of linear systems each of which
differs only slightly from its predecessor. Instead of doing O(N?) operations each time
to solve the equations from scratch, one can often update a matrix factorization in O(N?)
operations and use the new factorization to solve the next set of linear equations. The LU
decomposition is complicated to update because of pivoting. However, QR turns out to be
quite smple for a very common kind of update,

A—A+sat (2.10.7)
(compare equation 2.7.1). In practice it is more convenient to work with the equivalent form
A=Q-R — A =Q -R=Q-(R+uv) (2.10.8)

One can go back and forth between equations (2.10.7) and (2.10.8) using the fact that Q
is orthogonal, giving

t=v andeither s=Q-u or u=Q" s (2.10.9)

The algorithm [2] has two phases. In the first we apply NV — 1 Jacobi rotations (§11.1) to
reduce R + u ® v to upper Hessenberg form. Another N — 1 Jacobi rotations transform this
upper Hessenberg matrix to the new upper triangular matrix R’. The matrix Q’ is simply the
product of Q with the 2(IV — 1) Jacobi rotations. In applications we usually want Q”, and
the algorithm can easily be rearranged to work with this matrix instead of with Q.

SUBROUTINE qrupdt(r,qt,n,np,u,v)

INTEGER n,np

REAL r(np,np),qt(np,np),ulnp),v(np)

USES rotate
Given the QR decomposition of some n x n matrix, calculates the QR decomposition of
the matrix Q - (R 4+ u® V). The matrices r and qt have physical dimension np. Note that
QT is input and returned in qt.

INTEGER 1i,j,k

do 11 k=n,1,-1 Find largest k such that u(k) # 0.
if (u(k) .ne.0.)goto 1

enddo 11

k=1

do12 i=k-1,1,-1 Transform R + u ® v to upper Hes-
call rotate(r,qt,n,np,i,u(i),-u(i+1)) senberg.

if(u(i).eq.0.)then
u(i)=abs(u(i+1))
else if(abs(u(i)).gt.abs(u(i+1)))then
u(i)=abs(u(i))*sqrt (1.+(u(i+1)/u(i))**2)
else
u(i)=abs(u(i+1))*sqrt(1.+(u(i)/u(i+1))**2)
endif
enddo 12
do1s j=1,n
r(1,j)=r(1,j)+u(1)*v(j)
enddo 13
do 14 i=1,k-1 Transform upper Hessenberg matrix
call rotate(r,qt,n,np,i,r(i,i),-r(i+1,1i)) to upper triangular.
enddo 14
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return
END

SUBROUTINE rotate(r,qt,n,np,i,a,b)
INTEGER n,np,i
REAL a,b,r(np,np),qt(np,np)
Given nxn matrices r and gt of physical dimension np, carry out a Jacobi rotation on rows i
and i+ 1 of each matrix. a and b are the parameters of the rotation: cosf = a/v/ a? + b2,
sinf = b/va? + b2.
INTEGER j
REAL c,fact,s,w,y
if(a.eq.0.)then Avoid unnecessary overflow or underflow.
c=0.
s=sign(1.,b)
else if(abs(a).gt.abs(b))then
fact=b/a
c=sign(1./sqrt(1.+fact**2),a)
s=fact*c
else
fact=a/b
s=sign(1./sqrt(1.+fact**2),b)
c=fact*s
endif
do1 j=i,n Premultiply r by Jacobi rotation.
y=r(i,j)
w=r(i+1,j)
r(i,j)=c*xy-s*w
r(i+l,j)=s*y+c*u
enddo 11
do 12 j=1,n Premultiply qt by Jacobi rotation.
y=qt(i,j)
w=qt (i+1,3)
qt (i, j)=c*y-s*w
qt (i+1, j)=s*y+c*w
enddo 12
return
END

We will make use of QR decomposition, and its updating, in §9.7.

CITED REFERENCES AND FURTHER READING:

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter 1/8. [1]

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §§5.2, 5.3, 12.6. [2]

2.11 Is Matrix Inversion an N3 Process?

We close this chapter with alittle entertainment, a bit of algorithmic prestidig-
itation which probes more deeply into the subject of matrix inversion. We start
with a seemingly simple question:
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return
END

SUBROUTINE rotate(r,qt,n,np,i,a,b)
INTEGER n,np,i
REAL a,b,r(np,np),qt(np,np)
Given nxn matrices r and gt of physical dimension np, carry out a Jacobi rotation on rows i
and i+ 1 of each matrix. a and b are the parameters of the rotation: cosf = a/v/ a? + b2,
sinf = b/va? + b2.
INTEGER j
REAL c,fact,s,w,y
if(a.eq.0.)then Avoid unnecessary overflow or underflow.
c=0.
s=sign(1.,b)
else if(abs(a).gt.abs(b))then
fact=b/a
c=sign(1./sqrt(1.+fact**2),a)
s=fact*c
else
fact=a/b
s=sign(1./sqrt(1.+fact**2),b)
c=fact*s
endif
do11 j=i,n Premultiply r by Jacobi rotation.
y=r(i,j)
w=r(i+1,j)
r(i,j)=c*xy-s*w
r(i+l,j)=s*y+c*u
enddo 11
do12 j=1,n Premultiply qt by Jacobi rotation.
y=qt(i,j)
w=qt (i+1,3)
qt (i, j)=c*y-s*w
qt (i+1, j)=s*y+c*w
enddo 12
return
END

We will make use of9 R decomposition, and its updating, §0.7.

CITED REFERENCES AND FURTHER READING:

Wilkinson, J.H., and Reinsch, C. 1971, Linear Algebra, vol. Il of Handbook for Automatic Com-
putation (New York: Springer-Verlag), Chapter 1/8. [1]

Golub, G.H., and Van Loan, C.F. 1989, Matrix Computations, 2nd ed. (Baltimore: Johns Hopkins
University Press), §§5.2, 5.3, 12.6. [2]

2.11 Is Matrix Inversion an N3 Process?

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad

‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes

We close this chapter with a little entertainment, a bit of algorithmic prestidig-
itation which probes more deeply into the subject of matrix inversion. We start
with a seemingly simple question:



96 Chapter 2. Solution of Linear Algebraic Equations

How many individual multiplications does it take to perform the matrix mul-
tiplication of two 2 x 2 matrices,

ai;p a2 bi1 b2 €11 C12
. = 2.11.
<a21 a22 > < ba1  baa ) (CQI C22 ) ( ])
Eight, right? Here they are written explicitly:

c11 = a1 X byy + a2 X bay
c12 = ai; X bz + a2 X b
(2.11.2
C21 = a21 X b1y + aze X bay
Co2 = ag1 X bia + azz X bao
Do you think that one can write formulas for thats that involve onlyseven

multiplications? (Try it yourself, before reading on.)
Such a set of formulas was, in fact, discovered by StraB3eihe formulas are:

Q1 = (a11 + a22) X (bi1 + b22)
Q2 = (a1 + az) X by

Q3 = a1 x (b2 — ba2)

Q1 = azz X (—b11 + b21) (2.11.3
Qs = (a11 + ai2) X bay

Q6 = (—a11 +az21) X (b11 + b12)

Q7 = (a12 — a22) X (ba1 + b22)

in terms of which

e =Q1+Q4— Qs+ Q7
C21 = Q2+ Q4
ci2 =03+ Qs
Co2 =Q1+ Q3 — Q2+ s

(2.11.4
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What's the use of this? There is one fewer multiplication than in equation
(2.11.2), butmany more additions and subtractions. It is not clear that anything
has been gained. But notice that in (2.11.3) éfeeandb’'s are never commuted.
Therefore (2.11.3)and (2.11.4) are valid whendiseandb’s are themselves matrices.
The problem of multiplying two very large matrices (of ord®¥r= 2™ for some
integerm) can now be broken down recursively by partitioning the matrices into
guarters, sixteenths, etc. And note the key point: The savings is not just a factor
“7/8”; it is that factor ateach hierarchical level of the recursion. In total it reduces
the process of matrix multiplication to ord&f'°: 7 instead of N 3.

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad



2.11 Is Matrix Inversion an N 3 Process? 97

What about all the extra additions in (2.11.3)—(2.11.4)? Don't they outweigh
the advantage of the fewer multiplications? For lafggeit turns out that there are
six times as many additions as multiplications implied by (2.11.3)—(2.11.4). But,
if N is very large, this constant factor is no match for the change iretpenent
from N3 to N'°827,

With this “fast” matrix multiplication, Strassen also obtained a surprising result
for matrix inversioril]. Suppose that the matrices

<CL11 a12> and (Cll 012> (2.11.5
a1 Qa9 C21 (€22
are inverses of each other. Then tfeecan be obtained from theés by the following
operations (compare equations 2.7.22 and 2.7.25):

R; = Inverséaq)
R2 = ag1 X Rl
R3 = Rl X a12

R4 = ag1 X R3

Rs = Ry — age

Rg = InverséRs) (2.11.9
c12 = R3 X Rg

co1 = Rg X Ry

Ry = R3 X co1

c11 = Ry — Ry

c22 = —Rg

In (2.11.6) the “inverse” operator occurs just twice. It is to be interpreted as the
reciprocal if thea's andc’s are scalars, but as matrix inversion if th'e andc’s are
themselves submatrices. Imagine doing the inversion of a very large matrix, of orde
N = 2™, recursively by partitions in half. At each step, halving the oteibles
the number of inverse operations. But this means that there aré\bdlyisions in
alll So divisions don't dominate in the recursive use of (2.11.6). Equation (2.11.6)
is dominated, in fact, by its 6 multiplications. Since these can be done by'zf ”
algorithm, so can the matrix inversion!

This is fun, but let’s look at practicalities: If you estimate how lafgéas to be
before the difference between exponent 3 and expdognt7 = 2.807 is substantial
enough to outweigh the bookkeeping overhead, arising from the complicated nature
of the recursive Strassen algorithm, you will find tHdf decomposition is in no
immediate danger of becoming obsolete.

If, on the other hand, you like this kind of fun, then try these: (1) Can you
multiply the complex numbei(g +ib) and(c+id) in only threereal multiplications?
[Answer: see55.4.] (2) Can you evaluate a general fourth-degree polynomial in
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98 Chapter 2. Solution of Linear Algebraic Equations

x for many different values of with only three multiplications per evaluation?
[Answer: see§5.3.]

CITED REFERENCES AND FURTHER READING:

Strassen, V. 1969, Numerische Mathematik, vol. 13, pp. 354—-356. [1]

Kronsjo, L. 1987, Algorithms: Their Complexity and Efficiency, 2nd ed. (New York: Wiley).

Winograd, S. 1971, Linear Algebra and Its Applications, vol. 4, pp. 381-388.

Pan, V. Ya. 1980, SIAM Journal on Computing, vol. 9, pp. 321-342.

Pan, V. 1984, How to Multiply Matrices Faster, Lecture Notes in Computer Science, vol. 179
(New York: Springer-Verlag)

Pan, V. 1984, SIAM Review, vol. 26, pp. 393-415. [More recent results that show that an exponent
of 2.496 can be achieved — theoretically!]
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Chapter 3. Interpolation and
Extrapolation

3.0 Introduction

We sometimes know the value of a functipfx) ata setof points 1, x2, ... ,an
(say, withzq < ... < zy), butwe don’'thave an analytic expression fox) that lets
us calculate its value at an arbitrary point. For examplefthe)’s might result from
some physical measurement or from long numerical calculation that cannot be cas
into a simple functional form. Often the;'s are equally spaced, but not necessarily.

The task now is to estimatg(z) for arbitraryx by, in some sense, drawing a
smooth curve through (and perhaps beyond)}thef the desired: is in between the
largest and smallest of the’s, the problem is calledhterpolation; if = is outside
that range, it is calledxtrapolation, which is considerably more hazardous (as many
former stock-market analysts can attest).

Interpolation and extrapolation schemes must model the function, between
beyond the known points, by some plausible functional form. The form shoul
be sufficiently general so as to be able to approximate large classes of function
which might arise in practice. By far most common among the functional forms
used are polynomial$8.1). Rational functions (quotients of polynomials) also turn
out to be extremely usefu$8.2). Trigonometric functions, sines and cosines, give
rise totrigonometric interpolation and related Fourier methods, which we defer to
Chapters 12 and 13.

There is an extensive mathematical literature devoted to theorems about wha
sort of functions can be well approximated by which interpolating functions. These
theorems are, alas, almost completely useless in day-to-day work: If we knows
enough about our function to apply a theorem of any power, we are usually not ing
the pitiful state of having to interpolate on a table of its values!

Interpolation is related to, but distinct froriunction approximation. That task
consists of finding an approximate (but easily computable) function to use in place
of a more complicated one. In the case of interpolation, you are given the furfction
at pointsnot of your own choosing. For the case of function approximation, you are
allowed to compute the functighatany desired points for the purpose of developing
your approximation. We deal with function approximation in Chapter 5.

One can easily find pathological functions that make a mockery of any interpo-
lation scheme. Consider, for example, the function
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100 Chapter 3.  Interpolation and Extrapolation

which is well-behaved everywhere exceptrat 7, very mildly singular atc = T,

and otherwise takes on all positive and negative values. Any interpolation based on
the valuesr = 3.13,3.14, 3.15, 3.16, will assuredly get a very wrong answer for
the valuex = 3.1416, even though a graph plotting those five points looks really
quite smooth! (Try it on your calculator.)

Because pathologies can lurk anywhere, it is highly desirable that an interpo-
lation and extrapolation routine should return an estimate of its own error. Such a
error estimate can never be foolproof, of course. We could have a function that,=
for reasons known only to its maker, takes off wildly and unexpectedly between :
two tabulated points. Interpolation always presumes some degree of smoothne
for the function interpolated, but within this framework of presumption, deviations
from smoothness can be detected.

Conceptually, the interpolation process has two stages: (1) Fit an interpolating-
function to the data points provided. (2) Evaluate that interpolating function at §
the target pointzx.

However, this two-stage method is generally not the best way to proceed iny
practice. Typically it is computationally less efficient, and more susceptible to 5
roundoff error, than methods which construct a functional estinféig directly
from the N tabulated values every time one is desired. Most practical schemes star
at a nearby poinf (z;), then add a sequence of (hopefully) decreasing corrections, 2
as information from otheyf(z;)’s is incorporated. The procedure typically takes
O(N?) operations. If everything is well behaved, the last correction will be the
smallest, and it can be used as an informal (though not rigorous) bound on the error;

In the case of polynomial interpolation, it sometimes does happen that theg
coefficients of the interpolating polynomial are of interest, even though their use o
in evaluating the interpolating function should be frowned on. We deal with this
eventuality in§3.5.

Local interpolation, using a finite number of “nearest-neighbor” points, gives
interpolated valued (x) that do not, in general, have continuous first or higher
derivatives. That happens because, zasrosses the tabulated values, the
interpolation scheme switches which tabulated points are the “local” ones. (If suc
a switch is allowed to occur anywhegkse, then there will be a discontinuity in the
interpolated function itself at that point. Bad idea!)

In situations where continuity of derivatives is a concern, one must use
the “stiffer” interpolation provided by a so-callegbline function. A spline is
a polynomial between each pair of table points, but one whose coefficients a
determined “slightly” nonlocally. The nonlocality is designed to guarantee global
smoothness in the interpolated function up to some order of derivative. Cubic spline
(§3.3) are the most popular. They produce an interpolated function that is continuou
through the second derivative. Splines tend to be stabler than polynomials, with Ies
possibility of wild oscillation between the tabulated points.

The number of points (minus one) used in an interpolation scheme is called
the order of the interpolation. Increasing the order does not necessarily increase
the accuracy, especially in polynomial interpolation. If the added points are distant
from the point of interest, the resulting higher-order polynomial, with its additional
constrained points, tends to oscillate wildly between the tabulated values. This
oscillation may have no relation at all to the behavior of the “true” function (see
Figure 3.0.1). Of course, adding poimtsse to the desired point usually does help,
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3.0 Introduction 101

(b)

Figure 3.0.1. (@ A smooth function (solid line) is more accurately interpolated by a high-order
polynomial (shown schematically as dotted line) than by a low-order polynomial (shown as a piecewise
linear dashed line). (b) A function with sharp corners or rapidly changing higher derivatives is less
accurately approximated by ahigh-order polynomial (dotted line), which istoo “stiff,” than by alow-order
polynomial (dashed lines). Even some smooth functions, such as exponentials or rational functions, can
be badly approximated by high-order polynomials.

but a finer mesh implies a larger table of values, not always available.

Unless there is solid evidence that the interpolating function is close in form to
the true function f, it is a good idea to be cautious about high-order interpolation.
We enthusiastically endorse interpolationswith 3 or 4 points, we are perhapstolerant
of 5 or 6; but we rarely go higher than that unless there is quite rigorous monitoring
of estimated errors.

When your table of values contains many more points than the desirable order
of interpolation, you must begin each interpolation with asearch for theright “local”
placein thetable. While not strictly a part of the subject of interpolation, thistask is
important enough (and often enough botched) that we devote §3.4 to its discussion.

The routines given for interpolation are also routines for extrapolation. An
important application, in Chapter 16, is their use in the integration of ordinary
differential equations. There, considerable care is taken with the monitoring of
errors. Otherwise, the dangers of extrapolation cannot be overemphasized: An
interpolating function, which is perforce an extrapolating function, will typically go
berserk when the argument z is outside the range of tabulated values by more than
the typical spacing of tabulated points.

Interpolation can be done in more than one dimension, e.g., for a function
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102 Chapter 3.  Interpolation and Extrapolation

f(x,y, z). Multidimensional interpolation is often accomplished by a sequence of
one-dimensional interpolations. We discuss this in §3.6.

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §25.2.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
Chapter 2.

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), Chapter 3.

Kahaner, D., Moler, C., and Nash, S. 1989, Numerical Methods and Software (Englewood Cliffs,
NJ: Prentice Hall), Chapter 4.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), Chapter 5.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), Chapter 3.

Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), Chapter 6.

3.1 Polynomial Interpolation and Extrapolation

Through any two points there is a unique line. Through any three points, a
unique quadratic. Et cetera. The interpolating polynomial of degree N — 1 through
the N points y1 = f(z1),y2 = f(x2),...,yn = f(zn) is given explicitly by
Lagrange's classical formula,

2 = (x — x2)(x — x3)...(x — N) (x —x1)(x — 23)...(x — 2N)
Plw) (1 — x2)(x1 — 23)...(x1 — TN) ! (x2 — x1) (12 — 23)...(T2 — xN)y2
(x —21)(x — x2)...(x —2N_1)
T (.I'N — ,Tl)(,TN — 1‘2)...(1‘]\/ — .”L'N_l)
(3.1.1)

There are N terms, each a polynomial of degree N — 1 and each constructed to be
zero at al of the x; except one, at which it is constructed to be ;.

It is not terribly wrong to implement the Lagrange formula straightforwardly,
but it is not terribly right either. The resulting algorithm gives no error estimate, and
it is also somewhat awkward to program. A much better algorithm (for constructing
the same, unique, interpolating polynomial) is Neville's algorithm, closely related to
and sometimes confused with Aitken’salgorithm, the latter now considered obsol ete.

Let P, be the vaue a x of the unique polynomial of degree zero (i.e,
a constant) passing through the point (z1,y1); so P = y1. Likewise define
Py, P;,...,Py. Now let P;o be the value at « of the unique polynomia of
degree one passing through both (x1,y1) and (z2,y2). Likewise Pas, Py, ...,
Pin—1)n- Similarly, for higher-order polynomials, upto P23 n, Whichisthe value
of the unique interpolating polynomial through al N points, i.e., the desired answer.
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102 Chapter 3.  Interpolation and Extrapolation

f(z,y, z). Multidimensional interpolation is often accomplished by a sequence of
one-dimensional interpolations. We discuss thi§3rb.

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §25.2.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
Chapter 2.

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), Chapter 3.

Kahaner, D., Moler, C., and Nash, S. 1989, Numerical Methods and Software (Englewood Cliffs,
NJ: Prentice Hall), Chapter 4.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), Chapter 5.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), Chapter 3.

Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), Chapter 6.

3.1 Polynomial Interpolation and Extrapolation

Through any two points there is a unique line. Through any three points, a
unique quadratic. Et cetera. The interpolating polynomial of defree1 through
the N pointsy; = f(z1),y2 = f(x2),...,y~v = f(zn) is given explicitly by
Lagrange’s classical formula,

(x — x2)(x — x3)...(x — N) (x —x1)(x — 23)...(x — 2N)
(1 — x2)(x1 — 23)...(x1 — TN) ! (x2 — x1) (T2 — 23)...(T2 — TN
(x —21)(x — x2)...(x —2N_1)
(xny —z1) (N — 22)...(xN —TN—_1)

P(z) = T2

(3.1.7

There areNV terms, each a polynomial of degrée— 1 and each constructed to be
zero at all of ther; except one, at which it is constructed to e

It is not terribly wrong to implement the Lagrange formula straightforwardly,
but it is not terribly right either. The resulting algorithm gives no error estimate, and
it is also somewhat awkward to program. A much better algorithm (for constructing
the same, unique, interpolating polynomialNeville's algorithm, closely related to
and sometimes confused wilitken’salgorithm, the latter now considered obsolete.

Let P, be the value atr of the unique polynomial of degree zero (i.e.,
a constant) passing through the point;,y1); so P, = y;. Likewise define
Py, P;,...,Py. Now let P;o be the value atx of the unique polynomial of
degree one passing through bdth;,y;) and (z2,y2). Likewise Pss, Py, ...,
P(n—1)n- Similarly, for higher-order polynomials, up #,23_.. v, which is the value
of the unique interpolating polynomial through allpoints, i.e., the desired answer.

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny
‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad



3.1 Polynomial Interpolation and Extrapolation 103

The variousP’s form a “tableau” with “ancestors” on the left leading to a single
“descendant” at the extreme right. For example, with= 4,

Z1 ="
Prs
T Y2 =P Pyo3
Pos Pra3q (3.1.2
z3: y3 =P Py3y
Pyy
Ty ys = Py

Neville’s algorithm is a recursive way of filling in the numbers in the tableau
a column at a time, from left to right. It is based on the relationship between a
“daughter” P and its two “parents,”

(= Zitm) Pitig1)...(i4m—1) + (@i — 2) Pliy1)(i42)...(i4m)

(3.1.3

This recurrence works because the two parents already agree at pgints..
Litm—1-

An improvement on the recurrence (3.1.3) is to keep track of the small
differences between parents and daughters, namely to definenffee 1,2,...,
N —1),

Pty .(i4m) = Ti — Tivm

Cm,i = Pi...(ier) - ‘Pi...(i+m71)

(3.1.4
Dini = By (i4m) — Plat1)...(i4+m) -
Then one can easily derive from (3.1.3) the relations
D  (@irmt1 — 2)(Cmjit1 — Dimji)
m-+1,2 — Ti — Titmit
Lo 3.1.
c (i = 2)(Cmyit1 — D) (3.1.9
m+1,5 —

LTj — Ti4m+1

At each leveln, theC’s and D’s are the corrections that make the interpolation one

order higher. The final answét; _ x is equal to the sum dadny y; plus a set of”’s

and/orD’s that form a path through the family tree to the rightmost daughter.
Here is a routine for polynomial interpolation or extrapolation:

SUBROUTINE polint(xa,ya,n,x,y,dy)
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INTEGER n,NMAX

REAL dy,x,y,xa(n),ya(n)

PARAMETER (NMAX=10) Largest anticipated value of n.
Given arrays xa and ya, each of length n, and given a value x, this routine returns a
value y, and an error estimate dy. If P(x) is the polynomial of degree N — 1 such that
P(xa;) = ya;,i = 1,...,n, then the returned value y = P(x).

INTEGER i,m,ns

REAL den,dif,dift,ho,hp,w,c(NMAX),d (NMAX)

ns=1

dif=abs(x-xa(1))

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad



104 Chapter 3. Interpolation and Extrapolation

do11 i=1,n Here we find the index ns of the closest table entry,
dift=abs(x-xa(i))
if (dift.lt.dif) then

ns=i
dif=dift
endif
c(i)=ya(i) and initialize the tableau of c¢’s and d's.
d(i)=ya(i)
enddo 11
y=ya(ns) This is the initial approximation to y.
ns=ns-1
do 13 m=1,n-1 For each column of the tableau,
do 12 i=1,n-m we loop over the current ¢'s and d's and update them.

ho=xa(i)-x
hp=xa(i+m)-x
w=c(i+1)-d(i)
den=ho-hp
if(den.eq.0.)pause ’failure in polint’
This error can occur only if two input xa's are (to within roundoff) identical.

den=w/den
d(i)=hp*den Here the c’s and d’'s are updated.
c(i)=hox*den
enddo 12
if (2*ns.lt.n-m)then After each column in the tableau is completed, we decide
dy=c(ns+1) which correction, ¢ or d, we want to add to our accu-
else mulating value of y, i.e., which path to take through
dy=d(ns) the tableau—forking up or down. We do this in such a
ns=ns-1 way as to take the most “straight line” route through the
endif tableau to its apex, updating ns accordingly to keep track
y=y+dy of where we are. This route keeps the partial approxima-
enddo 13 tions centered (insofar as possible) on the target x. The
return last dy added is thus the error indication.

END

Quite often you will want to callpolint with the dummy argumentga
and ya replaced by actual arraysith offsets. For example, the construction
call polint(xx(15),yy(15),4,x,y,dy) performs 4-point interpolation on the
tabulated valuesx (15:18), yy (15:18). For more on this, see the end§#.4.

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §25.2.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§2.1.

Gear, C.W. 1971, Numerical Initial Value Problems in Ordinary Differential Equations (Englewood
Cliffs, NJ: Prentice-Hall), §6.1.

3.2 Rational Function Interpolation and
Extrapolation

Some functions are not well approximated by polynomials, #ma well

approximated by rational functions, that is quotients of polynomials. We de-

note by R;;y1)..(i+m) @ rational function passing through the + 1 points
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104 Chapter 3. Interpolation and Extrapolation

do11 i=1,n Here we find the index ns of the closest table entry,
dift=abs(x-xa(i))
if (dift.lt.dif) then

ns=i
dif=dift
endif
c(i)=ya(i) and initialize the tableau of c¢’s and d's.
d(i)=ya(i)
enddo 11
y=ya(ns) This is the initial approximation to y.
ns=ns-1
do 13 m=1,n-1 For each column of the tableau,
do 12 i=1,n-m we loop over the current ¢'s and d's and update them.

ho=xa(i)-x
hp=xa(i+m)-x
w=c(i+1)-d(i)
den=ho-hp
if(den.eq.0.)pause ’failure in polint’
This error can occur only if two input xa's are (to within roundoff) identical.

den=w/den
d(i)=hp*den Here the c’s and d’'s are updated.
c(i)=hox*den
enddo 12
if (2*ns.lt.n-m)then After each column in the tableau is completed, we decide
dy=c(ns+1) which correction, ¢ or d, we want to add to our accu-
else mulating value of y, i.e., which path to take through
dy=d(ns) the tableau—forking up or down. We do this in such a
ns=ns-1 way as to take the most “straight line” route through the
endif tableau to its apex, updating ns accordingly to keep track
y=y+dy of where we are. This route keeps the partial approxima-
enddo 13 tions centered (insofar as possible) on the target x. The
return last dy added is thus the error indication.

END

Quite often you will want to callpolint with the dummy argumentga
and ya replaced by actual arraysith offsets. For example, the construction
call polint(xx(15),yy(15),4,x,y,dy) performs 4-point interpolation on the
tabulated valuesx (15:18), yy (15:18). For more on this, see the end§#.4.

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §25.2.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§2.1.

Gear, C.W. 1971, Numerical Initial Value Problems in Ordinary Differential Equations (Englewood
Cliffs, NJ: Prentice-Hall), §6.1.

3.2 Rational Function Interpolation and
Extrapolation

Some functions are not well approximated by polynomials, #ma well

approximated by rational functions, that is quotients of polynomials. We de-

note by R;;y1)..(i+m) @ rational function passing through the + 1 points
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3.2 Rational Function Interpolation and Extrapolation 105

(i, Yi) - - - (Titm, Yitm). More explicitly, suppose

Pﬂ(x):po—’—plx—’—”'—’_pﬂx‘u (32])
Qu(r)  qo+qz+-+qa”

Since there arg + v + 1 unknownp’s andq’s (qo being arbitrary), we must have

Ri(it1)...(i4m) =

m+l=p+v+1 (3.2.2

In specifying a rational function interpolating function, you must give the desired
order of both the numerator and the denominator.

Rational functions are sometimes superior to polynomials, roughly speaking,
because of their ability to model functions with poles, that is, zeros of the denominators
of equation (3.2.1). These poles might occur for real values, of the function
to be interpolated itself has poles. More often, the funcifém) is finite for all
finite real z, but has an analytic continuation with poles in the complgXane.
Such poles can themselves ruin a polynomial approximation, even one restricted t
real values oft, just as they can ruin the convergence of an infinite power series
in z. If you draw a circle in the complex plane around yeuartabulated points,
then you should not expect polynomial interpolation to be good unless the neares
pole is rather far outside the circle. A rational function approximation, by contrast,
will stay “good” as long as it has enough powersiah its denominator to account
for (cancel) any nearby poles.

For the interpolation problem, a rational function is constructed so as to gos
through a chosen set of tabulated functional values. However, we should alsg;
mention in passing that rational function approximations can be used in analytic3
work. One sometimes constructs a rational function approximation by the criterion §
that the rational function of equation (3.2.1) itself have a power series expansion=
that agrees with the firsh + 1 terms of the power series expansion of the desired
function f(z). This is calledPadé approximation, and is discussed i§b.12.
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Bulirsch and Stoer found an algorithm of the Neville type which performs
rational function extrapolation on tabulated data. A tableau like that of equation
(3.1.2) is constructed column by column, leading to a result and an error estimate
The Bulirsch-Stoer algorithm produces the so-catliegional rational function, with
the degrees of numerator and denominator equah (i§ even) or with the degree
of the denominator larger by one (if is odd, cf. equation 3.2.2 above). For the
derivation of the algorithm, refer tid]. The algorithm is summarized by a recurrence
relation exactly analogous to equation (3.1.3) for polynomial approximation:

Ri(iv1y...(i+m) = Bit1)...(i+m)
Rit1y...(i4m) — Bi (i4m—1)
( T—x; ) (1 __ Rayygrm) —Ri i4m-1) ) .
T—Titm Reiv1y.. (ivm) —Ritr1).. (it4m—1)
(3.2.3

This recurrence generates the rational functions thraugh 1 points from the
ones throughn and (the termR ;). (i+m—1) in equation 3.2.3)n — 1 points.
It is started with

"(eauBWwy YUoN apisino) Bio abpugwed@Aiasisnoloalip ol e
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106 Chapter 3.  Interpolation and Extrapolation

and with

Now, exactly as in equations (3.1.4) and (3.1.5) above, we can convert the

recurrence (3.2.3) to one involving only the small differences

Cm,i = Ri...(ier) - Ri...(ierfl)

(3.2.6
Dy = Ri...(ier) - R(i+1)...(i+m)

Note that these satisfy the relation
Crm+1,i — Dmy1,i = Cryis1 — D (3.2.7)
which is useful in proving the recurrences

Cini+1(Cm i1 — D)

L) Dii — Crnita

Dpy1: = (

T—Ti4m+1

(3.2.9

T—Ti4m+1

o (%) Dm,i(cm,i-i-l - Dm,z)
m+1,2 —
(ﬂ) Dyi — Crig1

T—Titm+1

This recurrence is implemented in the following subroutine, whose use is analogou

in every way topolint in §3.1.

SUBROUTINE ratint(xa,ya,n,x,y,dy)
INTEGER n,NMAX
REAL dy,x,y,xa(n),ya(n),TINY
PARAMETER (NMAX=10,TINY=1.e-25) Largest expected value of n, and a small number.
Given arrays xa and ya, each of length n, and given a value of x, this routine returns a
value of y and an accuracy estimate dy. The value returned is that of the diagonal rational
function, evaluated at x, which passes through the n points (Xai,yai), i =1..n.
INTEGER i,m,ns
REAL dd,h,hh,t,w,c(NMAX),d(NMAX)
ns=1
hh=abs (x-xa(1))
do11 i=1,n
h=abs (x-xa(i))
if (h.eq.0.)then
y=ya(i)
dy=0.0
return
else if (h.lt.hh) then
ns=i
hh=h
endif
c(i)=ya(i)
d(i)=ya(i)+TINY The TINY part is needed to prevent a rare zero-over-
enddo 11 zero condition.
y=ya(ns)
ns=ns-1
do 13 m=1,n-1
do 12 i=1,n-m
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3.3 Cubic Spline Interpolation 107

w=c(i+1)-d(i)

h=xa(i+m)-x h will never be zero, since this was tested in the ini-
t=(xa(i)-x)*d(i)/h tializing loop.
dd=t-c(i+1)

if(dd.eq.0.)pause ’failure in ratint’
This error condition indicates that the interpolating function has a pole at the re-
quested value of x.
dd=w/dd
d(i)=c(i+1)*dd
c(i)=t*dd
enddo 12
if (2*ns.lt.n-m)then
dy=c(ns+1)
else
dy=d(ns)
ns=ns-1
endif
y=y+dy
enddo 13
return
END

CITED REFERENCES AND FURTHER READING:

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§2.2. [1]

Gear, C.W. 1971, Numerical Initial Value Problems in Ordinary Differential Equations (Englewood
Cliffs, NJ: Prentice-Hall), §6.2.

Cuyt, A., and Wuytack, L. 1987, Nonlinear Methods in Numerical Analysis (Amsterdam: North-
Holland), Chapter 3.

3.3 Cubic Spline Interpolation

Given a tabulated functiog; = y(z;), ¢ = 1...N, focus attention on one
particular interval, between; andz ;. Linear interpolation in that interval gives
the interpolation formula

y = Ay; + Byjn (3.3.9
where
A= Tt 7T B=1-A=_-2"% (3.3.2
Tjt+1 — Tyj Tjt+1 — Tyj

Equations (3.3.1) and (3.3.2) are a special case of the general Lagrange interpolati

formula (3.1.1).
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Since it is (piecewise) linear, equation (3.3.1) has zero second derivative in
the interior of each interval, and an undefined, or infinite, second derivative at the

abscissas;. The goal of cubic spline interpolation is to get an interpolation formula

that is smooth in the first derivative, and continuous in the second derivative, both

within an interval and at its boundaries.
Suppose, contrary to fact, that in addition to the tabulated values,ofve
also have tabulated values for the function’s second derivativésthat is, a set
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w=c(i+1)-d(i)

h=xa(i+m)-x h will never be zero, since this was tested in the ini-
t=(xa(i)-x)*d(i)/h tializing loop.
dd=t-c(i+1)

if(dd.eq.0.)pause ’failure in ratint’
This error condition indicates that the interpolating function has a pole at the re-
quested value of x.
dd=w/dd
d(i)=c(i+1)*dd
c(i)=t*dd
enddo 12
if (2*ns.lt.n-m)then
dy=c(ns+1)
else
dy=d(ns)
ns=ns-1
endif
y=y+dy
enddo 13
return
END

CITED REFERENCES AND FURTHER READING:

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§2.2. [1]

Gear, C.W. 1971, Numerical Initial Value Problems in Ordinary Differential Equations (Englewood
Cliffs, NJ: Prentice-Hall), §6.2.

Cuyt, A., and Wuytack, L. 1987, Nonlinear Methods in Numerical Analysis (Amsterdam: North-
Holland), Chapter 3.

3.3 Cubic Spline Interpolation

Given a tabulated function y; = y(z;), ¢ = 1...N, focus attention on one
particular interval, between z; and x ;4. Linear interpolation in that interval gives
the interpolation formula

y = Ay; + Byjn (33.1)
where
A= Tt TT g TTT (33.2)
Tj41 — Xy Lj+1 — Ty

Equations (3.3.1) and (3.3.2) are aspecial case of the general Lagrangeinterpolation
formula (3.1.1).

Since it is (piecewise) linear, equation (3.3.1) has zero second derivative in
the interior of each interval, and an undefined, or infinite, second derivative at the
abscissas z;. Thegoal of cubic splineinterpolation isto get an interpolation formula
that is smooth in the first derivative, and continuous in the second derivative, both
within an interval and at its boundaries.

Suppose, contrary to fact, that in addition to the tabulated values of y;, we
also have tabulated values for the function's second derivatives, 3", that is, a set
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108 Chapter 3.  Interpolation and Extrapolation

of numbers y.’. Then, within each interval, we can add to the right-hand side of
equation (3.3.1) a cubic polynomial whose second derivative varies linearly from a
valuey;/ ontheleft to avaluey/, ; ontheright. Doing so, we will have the desired
continuous second derivative. If we also construct the cubic polynomial to have
zero values at =; and x;1, then adding it in will not spoil the agreement with the
tabulated functional values y; and ;. at the endpointsx; and 1.

A little side calculation shows that there is only one way to arrange this
congtruction, namely replacing (3.3.1) by

y = Ay; + Byj1 + Cyj + Dyj,, (3.3.3)
where A and B are defined in (3.3.2) and
1 1
C= €(A3 — A)(l‘j.i_l - $j)2 D= 6(33 — B)(Cﬂj+1 — .”L'j)2 (334)

Notice that the dependence on the independent variable x in equations (3.3.3) and
(3.3.4) is entirely through the linear z-dependence of A and B, and (through A and
B) the cubic z-dependence of C' and D.

We can readily check that 3" is in fact the second derivative of the new
interpolating polynomial. We take derivatives of equation (3.3.3) with respect to z,
using the definitionsof A, B, C, D to computedA/dx,dB/dx,dC/dx, and dD/dzx.
The result is

dy  yj1—vy; 3A2-1 3B% -1
== (@1 = 25)y5 + —F—

1 — i)y 3.35
dz w41 — 7 6 (Tj+1 x])y]+l( )

for the first derivative, and

d?y _

dz?
for the second derivative. Since A =1 at z;, A = 0 a x;4;, while B is just the
other way around, (3.3.6) shows that " isjust the tabulated second derivative, and
also that the second derivativewill be continuous across (e.g.) the boundary between
the two intervals (ij_l,l'j) and (l'j, $j+1).

The only problem now isthat we supposed the y /"’ sto be known, when, actually,
they are not. However, we have not yet required that the first derivative, computed
from equation (3.3.5), be continuous across the boundary between two intervals. The
key idea of a cubic spline is to require this continuity and to use it to get equations
for the second derivatives y!'.

The required equations are obtained by setting equation (3.3.5) evaluated for
x = z; intheinterval (x;_1, z;) equal to the same equation evaluated for z = x ; but
intheinterval (x;, z;41). Withsomerearrangement, thisgives(forj = 2,..., N—1)

Ayj + Byj., (3.3.6)

Tj— Tj_1 Tjp1 — Tj—1 Tjy1 — T Yitel — Y5 Yj— Yj—1
(I et W j g=1 J g j j i —Yi
6 * 3 it 6 Vi1 =

Tj+1 — Ty Tj— Tj—1

(337)

These are N — 2 linear equationsin the N unknownsy.,i = 1,..., N. Therefore
there is a two-parameter family of possible solutions.

For aunigue solution, we need to specify two further conditions, typically taken
asboundary conditionsat x; and z ;. Themost commonways of doing thisareeither
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3.3 Cubic Spline Interpolation 109

e set one or both of 1" and y; equal to zero, giving the so-called natural
cubic spline, which has zero second derivative on one or both of its
boundaries, or

o set either of Y and yx; to values calculated from equation (3.3.5) so as
to make the first derivative of the interpolating function have a specified
value on either or both boundaries.

One reason that cubic splines are especially practical isthat the set of equations
(3.3.7), dlong with the two additional boundary conditions, are not only linear, but
asotridiagonal. Eachy’ iscoupledonly toitsnearest neighborsat j + 1. Therefore,
the equations can be solved in O(N') operations by the tridiagonal algorithm (§2.4).
That algorithm is concise enough to build right into the spline calculational routine.
This makes the routine not completely transparent as an implementation of (3.3.7),
SO We encourage you to study it carefully, comparing with tridag (§2.4).

SUBROUTINE spline(x,y,n,ypl,ypn,y2)

INTEGER n,NMAX

REAL ypi,ypn,x(n),y(n),y2(n)

PARAMETER (NMAX=500)
Given arrays x(1:n) and y(1:n) containing a tabulated function, i.e., y, = f(x;), with
X1 < X2 < ... < Xp, and given values ypl and ypn for the first derivative of the inter-
polating function at points 1 and n, respectively, this routine returns an array y2(1:n) of
length n which contains the second derivatives of the interpolating function at the tabulated
points x;. If yp1 and/or ypn are equal to 1 x 1030 or larger, the routine is signaled to set
the corresponding boundary condition for a natural spline, with zero second derivative on
that boundary.
Parameter: NMAX is the largest anticipated value of n.

INTEGER i,k

REAL p,qn,sig,un,u(NMAX)

if (ypl.gt..99e30) then The lower boundary condition is set either to be
y2(1)=0. “natural”
u(1)=0.

else or else to have a specified first derivative.
y2(1)=-0.5
u(1)=(3./x(2)-x(1)))*((y(2)-y (1)) / (x(2)-x(1) ) -yp1)

endif

dou i=2,n-1 This is the decomposition loop of the tridiagonal
sig=(x(1)-x(i-1))/(x(i+1)-x(i-1)) algorithm. y2 and u are used for temporary
p=sigxy2(i-1)+2. storage of the decomposed factors.

y2(i)=(sig-1.)/p
u(i)=(6.*((y(E+D) -y (1)) / (x(GE+D)-x (1)) -(y (D) -y (i-1))
/(x(1)-x(i-1)))/(x(i+1)-x(i-1))-sigxu(i-1))/p

enddo 11

if (ypn.gt..99e30) then The upper boundary condition is set either to be
qn=0. “natural”
un=0.

else or else to have a specified first derivative.
qn=0.5
un=(3./(x(n)-x(n-1)))*(ypn-(y(n) -y (n-1)) / (x(n) -x(n-1)))

endif

y2(n)=(un-gn*u(n-1))/(qn*y2(n-1)+1.)

do 12 k=n-1,1,-1 This is the backsubstitution loop of the tridiago-
y2(k)=y2 (k) *y2 (k+1)+u(k) nal algorithm.

enddo 12

return

END

It is important to understand that the program spline is called only once to
process an entire tabulated function in arrays x; and y;. Once this has been done,
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110 Chapter 3. Interpolation and Extrapolation

values of the interpolated function for any value of = are obtained by calls (as many
as desired) to a separate routine splint (for “spline interpolation”):

SUBROUTINE splint(xa,ya,y2a,n,x,y)

INTEGER n

REAL x,y,xa(n),y2a(n),ya(n)
Given the arrays xa(1:n) and ya(1:n) of length n, which tabulate a function (with the
xa;'s in order), and given the array y2a(1:n), which is the output from spline above,
and given a value of x, this routine returns a cubic-spline interpolated value y.

INTEGER k,khi,klo

REAL a,b,h
klo=1 We will find the right place in the table by means of bisection.
khi=n This is optimal if sequential calls to this routine are at random
if (khi-klo.gt.1) then values of x. If sequential calls are in order, and closely
k=(khi+klo)/2 spaced, one would do better to store previous values of
if (xa(k).gt.x)then klo and khi and test if they remain appropriate on the
khi=k next call.
else
klo=k
endif
goto 1
endif klo and khi now bracket the input value of x.

h=xa(khi)-xa(klo)

if (h.eq.0.) pause ’bad xa input in splint’ The xa's must be distinct.

a=(xa(khi)-x)/h Cubic spline polynomial is now evaluated.

b=(x-xa(klo))/h

y=axya(klo)+b*ya(khi)+
((a**3-a)*y2a(klo)+(b**3-b)*xy2a(khi))* (h**2) /6.

return

END

CITED REFERENCES AND FURTHER READING:
De Boor, C. 1978, A Practical Guide to Splines (New York: Springer-Verlag).

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), §§4.4-4.5.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§2.4,

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §3.8.

3.4 How to Search an Ordered Table

Suppose that you have decided to use some particular interpolation scheme,
such as fourth-order polynomial interpolation, to compute a function f(x) from a
set of tabulated x;'s and f;’s. Then you will need a fast way of finding your place
in the table of x;'s, given some particular value x at which the function evaluation
isdesired. This problem is not properly one of numerical analysis, but it occurs so
often in practice that it would be negligent of us to ignore it.

Formally, the problemisthis: Givenan array of abscissasxx(j), j=1,2,... n,
with the elements either monotonically increasing or monotonically decreasing, and
given anumber x, find an integer j such that x liesbetween xx (j) andxx (j+1). For
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values of the interpolated function for any valuercdire obtained by calls (as many

as desired) to a separate routi#el int (for “spline interpolation”):

SUBROUTINE splint(xa,ya,y2a,n,x,y)

INTEGER n

REAL x,y,xa(n),y2a(n),ya(n)
Given the arrays xa(1:n) and ya(1:n) of length n, which tabulate a function (with the
xa;'s in order), and given the array y2a(1:n), which is the output from spline above,
and given a value of x, this routine returns a cubic-spline interpolated value y.

INTEGER k,khi,klo

REAL a,b,h
klo=1 We will find the right place in the table by means of bisection.
khi=n This is optimal if sequential calls to this routine are at random
if (khi-klo.gt.1) then values of x. If sequential calls are in order, and closely
k=(khi+klo)/2 spaced, one would do better to store previous values of
if (xa(k).gt.x)then klo and khi and test if they remain appropriate on the
khi=k next call.
else
klo=k
endif
goto 1
endif klo and khi now bracket the input value of x.

h=xa(khi)-xa(klo)

if (h.eq.0.) pause ’bad xa input in splint’ The xa's must be distinct.

a=(xa(khi)-x)/h Cubic spline polynomial is now evaluated.

b=(x-xa(klo))/h

y=axya(klo)+b*ya(khi)+
((a**3-a)*y2a(klo)+(b**3-b)*xy2a(khi))* (h**2) /6.

return

END

CITED REFERENCES AND FURTHER READING:
De Boor, C. 1978, A Practical Guide to Splines (New York: Springer-Verlag).

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), §§4.4-4.5.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§2.4,

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §3.8.

3.4 How to Search an Ordered Table

Suppose that you have decided to use some patrticular interpolation schem

such as fourth-order polynomial interpolation, to compute a funcfign from a

set of tabulated:;’s and f;'s. Then you will need a fast way of finding your place
in the table ofz;’s, given some particular value at which the function evaluation
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is desired. This problem is not properly one of numerical analysis, but it occurs so

often in practice that it would be negligent of us to ignore it.
Formally, the problemis this: Given an array of abscissag), j=1, 2,. .. n,

with the elements either monotonically increasing or monotonically decreasing, and

given a numbeg, find an integep such thak lies betweerx (j) andxx (j+1). For
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3.4 How to Search an Ordered Table 111

this task, let us define fictitious array elemextg0) andxx (n+1) equal to plus or
minus infinity (in whichever order is consistent with the monotonicity of the table).
Thenj will always be between 0 ana, inclusive; a returned value of 0 indicates
“off-scale” at one end of the table,indicates off-scale at the other end.

In most cases, when all is said and done, it is hard to do bettetkeotion,
which will find the right place in the table in abolsig ,n tries. We already did use
bisection in the spline evaluation routiselint of the preceding section, so you
might glance back at that. Standing by itself, a bisection routine looks like this:

SUBROUTINE locate(xx,n,x,j)

INTEGER j,n

REAL x,xx(n)
Given an array xx(1:n), and given a value X, returns a value j such that x is between
xx(j) and xx(j+1). xx(1:n) must be monotonic, either increasing or decreasing. j=0
or j=n is returned to indicate that x is out of range.

INTEGER j1,jm,ju

j1=0 Initialize lower
ju=n+1 and upper limits.
if (ju-jl.gt.1)then If we are not yet done,
jm=(ju+jl)/2 compute a midpoint,
if ((xx(n).ge.xx(1)) .eqv. (x.ge.xx(jm)))then
jl=jm and replace either the lower limit
else
ju=jm or the upper limit, as appropriate.
endif
goto 10 Repeat until
endif the test condition 10 is satisfied.
if (x.eq.xx(1))then Then set the output
j=1
else if(x.eq.xx(n))then
j=n-1
else
j=i1
endif
return and return.
END

Note the use of the logical equality relatiorqv., which is true when its
two logical operands are either both true or both false. This relation allows the
routine to work for both monotonically increasing and monotonically decreasing
orders ofxx(1:n).

Search with Correlated Values

Sometimes you will be in the situation of searching a large table many times,
and with nearly identical abscissas on consecutive searches. For example, yo
may be generating a function that is used on the right-hand side of a differentia
equation: Most differential-equation integrators, as we shall see in Chapter 16, cal
for right-hand side evaluations at points that hop back and forth a bit, but whose
trend moves slowly in the direction of the integration.

In such cases it is wasteful to do a full bisectiab,initio, on each call. The
following routine instead starts with a guessed position in the table. It first “hunts,”
either up or down, in increments of 1, then 2, then 4, etc., until the desired value is
bracketed. Second, it then bisects in the bracketed interval. At worst, this routine is
about a factor of 2 slower tharocate above (if the hunt phase expands to include
the whole table). At best, it can be a factoi@f,n faster thanocate, if the desired
pointis usually quite close to the input guess. Figure 3.4.1 compares the two routines.
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8
! hunt phase

Adm/\m
1 7 10 14 22 /38

(b) bisection phase

Figure 3.4.1. (a) The routine locate finds a table entry by bisection. Shown here is the sequence
of steps that converge to element 51 in a table of length 64. (b) The routine hunt searches from a
previous known position in the table by increasing steps, then converges by bisection. Shown here is a
particularly unfavorable example, converging to element 32 from element 7. A favorable example would
be convergence to an element near 7, such as 9, which would require just three “hops”

SUBROUTINE hunt(xx,n,x,jlo)

INTEGER jlo,n

REAL x,xx(n)
Given an array xx(1:n), and given a value X, returns a value jlo such that x is between
xx(jlo) and xx(jlo+1). xx(1:n) must be monotonic, either increasing or decreasing.
jlo=0 or jlo=n is returned to indicate that x is out of range. jlo on input is taken as
the initial guess for jlo on output.

INTEGER inc,jhi,jm

LOGICAL ascnd

ascnd=xx(n) .ge.xx(1) True if ascending order of table, false otherwise.
if(jlo.le.0.or.jlo.gt.n)then Input guess not useful. Go immediately to bisection.
jlo=0
jhi=n+1
goto 3
endif
inc=1 Set the hunting increment.
if(x.ge.xx(jlo) .eqv.ascnd)then Hunt up:
jhi=jlo+inc
if (jhi.gt.n)then Done hunting, since off end of table.
jhi=n+1
else if(x.ge.xx(jhi).eqv.ascnd)then Not done hunting,
jlo=jhi
inc=inc+inc so double the increment
goto 1 and try again.
endif Done hunting, value bracketed.
else Hunt down:
jhi=jlo
jlo=jhi-inc
if(jlo.1t.1)then Done hunting, since off end of table.
j10=0
else if(x.1t.xx(jlo).eqv.ascnd)then Not done hunting,
jhi=jlo
inc=inc+inc so double the increment
goto 2 and try again.
endif Done hunting, value bracketed.
endif Hunt is done, so begin the final bisection phase:

if (jhi-jlo.eq.1)then
if(x.eq.xx(n))jlo=n-1
if(x.eq.xx(1))jlo=1
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3.5 Coefficients of the Interpolating Polynomial 113

return

endif

jm=(jhi+jlo)/2

if(x.ge.xx(jm) .eqv.ascnd) then
jlo=jm

else
jhi=jm

endif

goto 3

END

After the Hunt

The problem: Routines locate and hunt return an index j such that your
desired value lies between table entriesxx (j) and xx (j+1), wherexx(1:n) isthe
full length of the table. But, to obtain an m-point interpolated value using a routine
like polint (§3.1) or ratint (§3.2), you need to supply much shorter xx and yy
arrays, of lengthm. How do you make the connection?

The solution: Calculate

k = min(max(j-(m-1)/2,1) ,n+1-m)

This expression produces the index of the leftmost member of an m-point set of
points centered (insofar as possible) between j and j+1, but bounded by 1 at the
left and n at the right. FORTRAN then lets you call the interpolation routine with
array addresses offset by k, eqg.,

call polint(xx(k),yy(k),m,...)

CITED REFERENCES AND FURTHER READING:

Knuth, D.E. 1973, Sorting and Searching, vol. 3 of The Art of Computer Programming (Reading,
MA: Addison-Wesley), §6.2.1.

3.5 Coefficients of the Interpolating Polynomial

Occasionally you may wish to know not theval ue of theinterpol ating polynomial
that passes through a (small!) number of points, but the coefficients of that poly-
nomial. A valid use of the coefficients might be, for example, to compute
simultaneousinterpolated values of the function and of several of its derivatives (see
§5.3), or to convolve a segment of the tabulated function with some other function,
where the moments of that other function (i.e., its convolution with powers of x)
are known analytically.

However, please be certain that the coefficientsare what you need. Generally the
coefficients of the interpolating polynomial can be determined much less accurately
than its value at a desired abscissa. Thereforeit is not a good idea to determine the
coefficients only for use in calculating interpolating values. Values thus calculated
will not pass exactly through thetabulated points, for example, whilevalues computed
by the routines in §3.1-53.3 will pass exactly through such points.
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3.5 Coefficients of the Interpolating Polynomial 113

return

endif

jm=(jhi+jlo)/2

if(x.ge.xx(jm) .eqv.ascnd) then
jlo=jm

else
jhi=jm

endif

goto 3

END

After the Hunt

The problem: Routines locate and hunt return an index j such that your
desired value lies between table entriesxx (j) and xx (j+1), wherexx(1:n) isthe
full length of the table. But, to obtain an m-point interpolated value using a routine
like polint (§3.1) or ratint (§3.2), you need to supply much shorter xx and yy
arrays, of lengthm. How do you make the connection?

The solution: Calculate

k = min(max(j-(m-1)/2,1) ,n+1-m)

This expression produces the index of the leftmost member of an m-point set of
points centered (insofar as possible) between j and j+1, but bounded by 1 at the
left and n at the right. FORTRAN then lets you call the interpolation routine with
array addresses offset by k, eqg.,

call polint(xx(k),yy(k),m,...)

CITED REFERENCES AND FURTHER READING:

Knuth, D.E. 1973, Sorting and Searching, vol. 3 of The Art of Computer Programming (Reading,
MA: Addison-Wesley), §6.2.1.

3.5 Coefficients of the Interpolating Polynomial

Occasionally you may wish to know not theval ue of theinterpol ating polynomial
that passes through a (small!) number of points, but the coefficients of that poly-
nomial. A valid use of the coefficients might be, for example, to compute
simultaneousinterpolated values of the function and of several of its derivatives (see
§5.3), or to convolve a segment of the tabulated function with some other function,
where the moments of that other function (i.e., its convolution with powers of x)
are known analytically.

However, please be certain that the coefficientsare what you need. Generally the
coefficients of the interpolating polynomial can be determined much less accurately
than its value at a desired abscissa. Thereforeit is not a good idea to determine the
coefficients only for use in calculating interpolating values. Values thus calculated
will not pass exactly through thetabulated points, for example, whilevalues computed
by the routines in §3.1-53.3 will pass exactly through such points.
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114 Chapter 3. Interpolation and Extrapolation

Also, you should not mistake the interpolating polynomial (and its coefficients)
for its cousin, the best fit polynomial through a data set. Fitting is a smoothing
process, since the number of fitted coefficients is typically much less than the
number of data points. Therefore, fitted coefficients can be accurately and stably
determined even in the presence of statistical errors in the tabulated values. (See
§14.8.) Interpolation, where the number of coefficients and number of tabulated
pointsare equal, takesthetabulated values as perfect. If they infact contain statistical
errors, these can be magnified into oscillations of the interpolating polynomial in
between the tabulated points.

As before, we take the tabulated pointsto be y;, = y(z;). If the interpolating
polynomial is written as

y=c1+cox+c3x’+ - +eyae¥L (35.1)

then the ¢;’s are required to satisfy the linear equation

2 N-1

1 oz - c1 Y1
2 N-1

1 x2 I2 o :CQ . €2 = y2 (3 5 2)
2 N-1

1 zy z3 - N CN YN

This is a Vandermonde matrix, as described in §2.8. One could in principle solve
equation (3.5.2) by standard techniquesfor linear equationsgeneraly (52.3); however
the specia method that was derived in §2.8 is more efficient by a large factor, of
order N, so it is much better.

Remember that Vandermonde systems can be quite ill-conditioned. In such a
case, no numerical method is going to give a very accurate answer. Such cases do
not, please note, imply any difficulty in finding interpolated values by the methods
of §3.1, but only difficulty in finding coefficients.

Like the routine in §2.8, the following is due to G.B. Rybicki.

SUBROUTINE polcoe(x,y,n,cof)
INTEGER n,NMAX
REAL cof(n),x(n),y(n)
PARAMETER (NMAX=15) Largest anticipated value of n.
Given arrays x(1:n) and y(1:n) containing a tabulated function y, = f(x;), this routine

returns an array of coefficients cof (1:n), such that y, = 3_, Cofjngl.
INTEGER 1i,j,k
REAL b,ff,phi,s(NMAX)
doun i=1,n
s(1)=0.
cof (i)=0.
enddo 11
s(n)=-x(1)
do13 i=2,n Coefficients s; of the master polynomial P(z) are found
do 12 j=n+1-i,n-1 by recurrence.
s(§)=s(§)-x(D)*s(j+1)
enddo 12
s(n)=s(n)-x(i)
enddo 13
do1s j=1,n
phi=n
do 14 k=n-1,1,-1 The quantity phi =[], (#; —xx) is found as a deriva-
tive of P(x;).
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3.5 Coefficients of the Interpolating Polynomial 115

phi=kx*s(k+1)+x(j)*phi
enddo 14
ff=y(j)/phi
b=1. Coefficients of polynomials in each term of the Lagrange
do1s k=n,1,-1 formula are found by synthetic division of P(z) by
cof (k)=cof (k) +b*ff (z — x;). The solution cj, is accumulated.
b=s(k)+x(j)*b
enddo 15
enddo 16
return
END

Another Method

Another technique is to make use of the function value interpolation routine
already given (polint §3.1). If we interpolate (or extrapolate) to find the value of
the interpolating polynomial at = = 0, then this value will evidently be c¢;. Now
we can subtract ¢; from the y;’s and divide each by its corresponding = ;. Throwing
out one point (the one with smallest x; is a good candidate), we can repeat the
procedure to find ¢2, and so on.

It is not instantly obvious that this procedure is stable, but we have generally
found it to be somewhat more stable than the routine immediately preceding. This
method is of order N3, while the preceding one was of order N2. You will
find, however, that neither works very well for large N, because of the intrinsic
ill-condition of the Vandermonde problem. In single precision, N upto 8 or 10 is
satisfactory; about double this in double precision.

SUBROUTINE polcof (xa,ya,n,cof)

INTEGER n,NMAX

REAL cof(n),xa(n),ya(n)

PARAMETER (NMAX=15) Largest anticipated value of n.

USES pol i nt
Given arrays xa(1:n) and ya(1:n) of length n containing a tabulated function ya, =
f(xa;), this routine returns an array of coefficients cof (1:n), also of length n, such that
ya, = Y, cof;xal ™"

INTEGER 1i,j,k

REAL dy,xmin,x(NMAX) ,y(NMAX)

dou j=1,n
x(j)=xa(j)
y(G)=ya(j)
enddo 11
dou j=1,n
call polint(x,y,n+1-j,0.,cof(j),dy) This is the polynomial interpolation rou-
xmin=1.e38 tine of §3.1. We extrapolate to z =
k=0 0.
do 12 i=1,n+1-j Find the remaining x; of smallest abso-
if (abs(x(i)).lt.xmin)then lute value,
xmin=abs (x(i))
k=i
endif
if (x(1).ne.0.)y(i)=(y(i)-cof (j))/x(i) (meanwhile reducing all the terms)
enddo 12
do 13 i=k+1,n+1-j and eliminate it.
y@a-1D=y(d)
x(i-1)=x(1)
enddo 13
enddo 14
return

END
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116 Chapter 3. Interpolation and Extrapolation

If the point z = 0 isnot in (or at least close to) the range of the tabulated x ;'s,
then the coefficients of theinterpolating polynomial will in general becomevery large.
However, the real “information content” of the coefficients is in small differences
from the “trandation-induced” large values. This is one cause of ill-conditioning,
resulting in loss of significance and poorly determined coefficients. You should
consider redefining the origin of the problem, to put 2 = 0 in a sensible place.

Another pathology is that, if too high a degree of interpolation is attempted on
a smooth function, the interpolating polynomial will attempt to use its high-degree
coefficients, in combinationswith large and almost precisely canceling combinations,
to match the tabulated values down to the last possible epsilon of accuracy. This
effect is the same as the intrinsic tendency of the interpolating polynomial values to
oscillate (wildly) between its constrained points, and would be present even if the
machine’s floating precision were infinitely good. The above routines polcoe and
polcof have dightly different sensitivities to the pathologies that can occur.

Areyou still quite certain that using the coefficients is a good idea?

CITED REFERENCES AND FURTHER READING:
Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), §5.2.

3.6 Interpolation in Two or More Dimensions

In multidimensional interpolation, we seek an estimate of y(z1,x2,...,2,)
from an n-dimensional grid of tabulated values y and n one-dimensional vec-
tors giving the tabulated values of each of the independent variables =1, xo, ...,
. We will not here consider the problem of interpolating on a mesh that is not
Cartesian, i.e., has tabulated function values at “random” points in n-dimensional
space rather than at the vertices of arectangular array. For clarity, we will consider
explicitly only the case of two dimensions, the cases of three or more dimensions
being analogous in every way.

In two dimensions, we imagine that we are given a matrix of functional values
ya(j,k), where j varies from 1 to m, and k varies from 1 to n. We are aso given
an array x1a of length m, and an array x2a of length n. The relation of these input
quantities to an underlying function y(x1,z2) is

ya(j,k) = y(x1a(j),x2a(k)) (36.1)

We want to estimate, by interpolation, the function y at some untabulated point
(561 ) SCQ).

An important concept is that of the grid square in which the point (x 1, z2)
fals, that is, the four tabulated points that surround the desired interior point. For
convenience, we will number these points from 1 to 4, counterclockwise starting
from the lower left (see Figure 3.6.1). More precisely, if

xla(j) <z <xla(j+1)

(3.6.2)
x2a(k) < z9 < x2a(k+1)
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116 Chapter 3. Interpolation and Extrapolation

If the pointz = 0 is not in (or at least close to) the range of the tabulatgsl,
then the coefficients of the interpolating polynomial willin general become very large.
However, the real “information content” of the coefficients is in small differences
from the “translation-induced” large values. This is one cause of ill-conditioning,
resulting in loss of significance and poorly determined coefficients. You should
consider redefining the origin of the problem, to put 0 in a sensible place.

Another pathology is that, if too high a degree of interpolation is attempted on &
a smooth function, the interpolating polynomial will attempt to use its high-degree %
coefficients, in combinations with large and almost precisely canceling combinations 2
to match the tabulated values down to the last possible epsilon of accuracy. Thig
effect is the same as the intrinsic tendency of the interpolating polynomial values toZ
oscillate (wildly) between its constrained points, and would be present even if the:_,
machine’s floating precision were infinitely good. The above routjrdsoe and
polcof have slightly different sensitivities to the pathologies that can occur.

dny

//

Are you still quite certain that using ttepefficientsis a good idea?

CITED REFERENCES AND FURTHER READING:
Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), §5.2.

3.6 Interpolation in Two or More Dimensions

In multidimensional interpolation, we seek an estimatey@f;, x2, ..., Z,)
from an n-dimensional grid of tabulated valugs and n one-dimensional vec-
tors giving the tabulated values of each of the independent variahles,, ...,

. We will not here consider the problem of interpolating on a mesh that is not
Cartesian, i.e., has tabulated function values at “random” pointsdimensional
space rather than at the vertices of a rectangular array. For clarity, we will conside
explicitly only the case of two dimensions, the cases of three or more dimension
being analogous in every way.

In two dimensions, we imagine that we are given a matrix of functional values
ya(j,k), wherej varies from 1 tam, andk varies from 1 ton. We are also given
an arrayxia of lengthm, and an arrax2a of lengthn. The relation of these input
quantities to an underlying functiop(x 1, z2) is

ATDSISND108IIP O] |fewa puss Jo ‘(Ajuo eouswyY YUON) £2v/-2/8-008-T |

ya(j,k) = y(xla(j),x2a(k)) (3.6.1

We want to estimate, by interpolation, the functiprat some untabulated point
(xl, SCQ).

An important concept is that of thgrid square in which the point(x 1, 23)
falls, that is, the four tabulated points that surround the desired interior point. For
convenience, we will number these points from 1 to 4, counterclockwise starting
from the lower left (see Figure 3.6.1). More precisely, if
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xla(j) <z <xla(j+1)

(3.6.2

x2a(k) < z9 < x2a(k+1)
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/pt.@ /pt.@

desiredpt X2 = X2u y
0° (x,%) / Q\\&&
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2
Xo= x2| 0 y/ 0X%10%2
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x x
It di I

x<' x<'
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Figure 3.6.1. (a) Labeling of points used in the two-dimensional interpolation routines bcuint and
becucof. (b) For each of the four pointsin (a), the user supplies one function value, two first derivatives,
and one cross-derivative, a total of 16 numbers.

defines j and k, then

y1 =ya(j,k)

y2 =ya(j+1,k)

) (3.6.3)
ys = ya(j+1,k+1)

ys =ya(j,k+1)

The simplest interpolation in two dimensions is bilinear interpolation on the
grid square. Its formulas are:

t = (z1 —x1a(j))/(x1a(j+1) — x1a(j))

3.64
u = (z2 — x2a(k))/(x2a(k+1) — x2a(k)) ( )

(so that ¢ and « each lie between 0 and 1), and
y(r1,22) = (1 = 8)(1 —w)yr + (1 — w)ys + tuys + (1 — t)uys (3.6.5)

Bilinear interpolation is frequently “close enough for government work.” As
the interpolating point wanders from grid square to grid square, the interpolated
function value changes continuously. However, the gradient of the interpolated
function changes discontinuously at the boundaries of each grid square.

There are two distinctly different directions that one can take in going beyond
bilinear interpolation to higher-order methods. One can use higher order to obtain
increased accuracy for the interpolated function (for sufficiently smooth functions!),
without necessarily trying to fix up the continuity of the gradient and higher
derivatives. Or, one can make use of higher order to enforce smoothness of some of
these derivatives as the interpolating point crosses grid-square boundaries. We will
now consider each of these two directions in turn.
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118 Chapter 3. Interpolation and Extrapolation

Higher Order for Accuracy

Thebasic ideaisto break up the problem into a succession of one-dimensional
interpolations. If we want to dom-1 order interpolation in the - ; direction, and n-1
order in the z direction, wefirst locate anm x n sub-block of the tabul ated function
matrix that contains our desired point (z1,x2). We then do m one-dimensional
interpolationsin the x5 direction, i.e., on the rows of the sub-block, to get function
values at the points (x1a(j), z2), j = 1,...,m. Finaly, we do alast interpolation
in the 2 direction to get the answer. If we use the polynomial interpolation routine
polint of §3.1, and asub-block which is presumed to be already located (and copied
into an m by n array ya), the procedure looks like this:

SUBROUTINE polin2(xla,x2a,ya,m,n,x1,x2,y,dy)

INTEGER m,n,NMAX,MMAX

REAL dy,x1,x2,y,xla(m),x2a(n),ya(m,n)

PARAMETER (NMAX=20,MMAX=20)

USES pol i nt
Given arrays xla(1:m) and x2a(1:n) of independent variables, and an m by n array of
function values ya(1:m,1:n), tabulated at the grid points defined by xla and x2a; and
given values x1 and x2 of the independent variables; this routine returns an interpolated
function value y, and an accuracy indication dy (based only on the interpolation in the x1
direction, however).

Maximum expected values of n and m.

INTEGER j,k
REAL ymtmp (MMAX) , yntmp (NMAX)
do12 j=1,m Loop over rows.
dou k=1,n Copy the row into temporary storage.
yntmp (k) =ya(j,k)
enddo 11
call polint(x2a,yntmp,n,x2,ymtmp(j),dy) Interpolate answer into temporary stor-
enddo 12 age.
call polint(xla,ymtmp,m,x1,y,dy) Do the final interpolation.
return
END

Higher Order for Smoothness: Bicubic Interpolation

We will give two methods that are in common use, and which are themselves
not unrelated. The first is usually called bicubic interpolation.

Bicubic interpolation requires the user to specify at each grid point not just
the function y(x1,x2), but aso the gradients dy/0x1 = y.1, 0y/0x2 = y 2 and
the cross derivative 0%y /0x10x, = y,12. Then an interpolating function that is
cubic in the scaled coordinates ¢ and « (equation 3.6.4) can be found, with the
following properties. (i) The values of the function and the specified derivatives
are reproduced exactly on the grid points, and (ii) the values of the function and
the specified derivatives change continuously as the interpolating point crosses from
one grid square to another.

Itisimportant to understand that nothing in the equations of bicubicinterpolation
requiresyou to specify the extraderivativescorrectly! The smoothnesspropertiesare
tautologically “forced,” and have nothing to do with the “accuracy” of the specified
derivatives. It is a separate problem for you to decide how to obtain the values that
are specified. The better you do, the more accurate the interpolation will be. But
it will be smooth no matter what you do.
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3.6 Interpolation in Two or More Dimensions 119

Best of al isto know the derivatives analytically, or to be able to compute them
accurately by numerical means, at the grid points. Next best is to determine them by
numerical differencing from the functional values already tabulated on the grid. The
relevant code would be something like this (using centered differencing):

yila(j,k)=(ya(j+1,k)-ya(j-1,k))/ (x1a(j+1)-x1a(j-1))

y2a(j,k)=(ya(j,k+1)-ya(j,k-1))/(x2a(k+1)-x2a(k-1))

y12a(j,k)=(ya(j+1,k+1)-ya(j+1,k-1)-ya(j-1,k+1)+ya(j-1,k-1))
/((x1la(j+1)-x1a(j-1) ) *(x2a(k+1)-x2a(k-1)))

To do abicubic interpolation within a grid square, given the function y and the
derivativesy1, y2, y12 at each of the four corners of the square, there are two steps:
First obtain the sixteen quantities c;;, i, = 1,...,4 using the routine bcucof
below. (The formulas that obtain the ¢'s from the function and derivative values
are just a complicated linear transformation, with coefficients which, having been
determined once in the mists of numerical history, can be tabulated and forgotten.)
Next, substitute the ¢’sinto any or al of the following bicubic formulas for function
and derivatives, as desired:

y(l'l,l'Q chz]tl_ B

=1 j=1

y1(z1,z2) ZZ i — 1)eit ™ 2ud = (dt/day)

=1 j=1

y2(z1, z2) ZZJ—I cijt' ™' 2 (du/dws)

=1 j=1

y12(z1,22) ZZ i —1)(j — D)egt" 2w/ 2 (dt /dxy) (du/dzs)

=1 j=1

(3.6.6)

where t and u are again given by equation (3.6.4).

SUBROUTINE bcucof (y,y1,y2,y12,d1,d2,c)
REAL d1,d2,c(4,4),y(4),y1(4),y12(4),y2(4)
Given arrays y,y1,y2, and y12, each of length 4, containing the function, gradients, and
cross derivative at the four grid points of a rectangular grid cell (numbered counterclockwise
from the lower left), and given d1 and d2, the length of the grid cell in the 1- and 2-
directions, this routine returns the table c(1:4,1:4) that is used by routine bcuint for
bicubic interpolation.
INTEGER i,j,k,1
REAL d142,xx,cl(16),wt(16,16),x(16)
SAVE wt
DATA wt/1,0,-3,2,4%0,-3,0,9,-6,2,0,-6,4,8%0,3,0,-9,6,-2,0,6,-4
,10%0,9,-6,2%0,-6,4,2%0,3,-2,6%0,-9,6,2*%0,6,-4
,4%0,1,0,-3,2,-2,0,6,-4,1,0,-3,2,8%0,-1,0,3,-2,1,0,-3,2
,10%0,-3,2,2%0,3,-2,6%0,3,-2,2%0,-6,4,2%x0,3,-2

,0,1,-2,1,5%0,-3,6,-3,0,2,-4,2,9%0,3,-6,3,0,-2,4,-2
,10%0,-3,3,2%0,2,-2,2%0,-1,1,6%0,3,-3,2%0,-2,2
,5%0,1,-2,1,0,-2,4,-2,0,1,-2,1,9%0,-1,2,-1,0,1,-2,1
,10%0,1,-1,2%0,-1,1,6%0,-1,1,2%0,2,-2,2%0,-1,1/
d1d2=d1*d2
don i=1,4 Pack a temporary vector x.

x(1)=y (i)
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x(i+4)=y1(i)*d1
x(i+8)=y2(i)*d2
x(i+12)=y12(i)*d1d2
enddo 11
do 13 i=1,16 Matrix multiply by the stored table.
xx=0.
do 12 k=1,16
xx=xx+wt (i,k)*x (k)
enddo 12
cl(i)=xx
enddo 13
1=0
do1s i=1,4 Unpack the result into the output table.
dows j=1,4
1=1+1
c(i,j)=cl(1)
enddo 14
enddo 15
return
END

Theimplementation of equation (3.6.6), which performsabicubicinterpolation,
returns the interpolated function value and the two gradient values, and uses the
above routine bcucof, is simply:

SUBROUTINE bcuint(y,yl,y2,y12,x11,x1u,x21,x2u,x1,x2,ansy,
ansyl,ansy2)
REAL ansy,ansyl,ansy2,x1,x11,x1u,x2,x21,x2u,y(4),y1(4),
yi12(4),y2(4)
USES bcucof
Bicubic interpolation within a grid square. Input quantities are y,y1,y2,y12 (as described
in bcucof); x11 and x1u, the lower and upper coordinates of the grid square in the 1-
direction; x21 and x2u likewise for the 2-direction; and x1,x2, the coordinates of the
desired point for the interpolation. The interpolated function value is returned as ansy,
and the interpolated gradient values as ansy1 and ansy2. This routine calls bcucof.
INTEGER i
REAL t,u,c(4,4)

call bcucof(y,yl,y2,y12,xlu-x11,x2u-x21,c) Get the c's.

if (xlu.eq.x1l.0r.x2u.eq.x21)pause ’bad input in bcuint’
t=(x1-x11)/ (x1u-x11) Equation (3.6.4).
u=(x2-x21) / (x2u-x21)

ansy=0.

ansy2=0.

ansy1=0.

dou i=4,1,-1 Equation (3.6.6).

ansy=t*ansy+((c(i,4)*u+c(i,3))*u+c(i,2))*u+c(i,1)
ansy2=t*ansy2+(3.*c(i,4)*u+2.*c(i,3))*u+c(i,2)
ansyl=uxansyl+(3.*c(4,i)*t+2.*%c(3,1))*t+c(2,1)

enddo 11

ansyl=ansyl/(xlu-x11)

ansy2=ansy2/ (x2u-x21)

return

END

Higher Order for Smoothness: Bicubic Spline

The other common technique for obtaining smoothness in two-dimensional
interpolation is the bicubic spline. Actualy, this is equivalent to a special case
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3.6 Interpolation in Two or More Dimensions 121

of bicubic interpolation: The interpolating function is of the same functional
form as eguation (3.6.6); the values of the derivatives at the grid points are,
however, determined “globally” by one-dimensional splines. However, bicubic
splines are usualy implemented in a form that looks rather different from the
above hicubic interpolation routines, instead looking much closer in form to the
routine polin2 above: To interpolate one functiona value, one performs m one-
dimensional splines across the rows of the table, followed by one additional
one-dimensional spline down the newly created column. It is a matter of taste
(and trade-off between time and memory) as to how much of this process one
wants to precompute and store. Instead of precomputing and storing all the
derivative information (as in bicubic interpolation), spline users typically precom-
pute and store only one auxiliary table, of second derivatives in one direction
only. Then one need only do spline evaluations (not constructions) for the m
row splines; one must still do a construction and an evaluation for the final col-
umn spline. (Recall that a spline construction is a process of order N, while a
spline evaluation is only of order log N — and that is just to find the place in
the tablel)
Here is aroutine to precompute the auxiliary second-derivative table:

SUBROUTINE splie2(xla,x2a,ya,m,n,y2a)
INTEGER m,n,NN
REAL xla(m),x2a(n),y2a(m,n),ya(m,n)
PARAMETER (NN=100) Maximum expected value of n and m.
USES spline
Given an m by n tabulated function ya(1:m,1:n), and tabulated independent variables
x2a(1:n), this routine constructs one-dimensional natural cubic splines of the rows of ya
and returns the second-derivatives in the array y2a(1:m,1:n). (The array x1a is included
in the argument list merely for consistency with routine splin2.)
INTEGER j,k
REAL y2tmp (NN) , ytmp (NN)
do13 j=1,m
don k=1,n
ytmp (k) =ya(j,k)
enddo 11
call spline(x2a,ytmp,n,1.e30,1.e30,y2tmp) Values 1x103° signal a natural spline.
do 12 k=1,n
y2a(j,k)=y2tmp (k)
enddo 12
enddo 13
return
END

After the above routine has been executed once, any number of bicubic spline
interpolations can be performed by successive calls of the following routine:

SUBROUTINE splin2(xla,x2a,ya,y2a,m,n,x1,x2,y)

INTEGER m,n,NN

REAL x1,x2,y,xla(m),x2a(n),y2a(m,n),ya(m,n)

PARAMETER (NN=100) Maximum expected value of n and m.

USES spline, splint
Given xla, x2a, ya, m, n as described in splie2 and y2a as produced by that routine;
and given a desired interpolating point x1,x2; this routine returns an interpolated function
value y by bicubic spline interpolation.

INTEGER j,k

REAL y2tmp (NN) ,ytmp(NN) ,yytmp (NN)

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad

‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes



122 Chapter 3.  Interpolation and Extrapolation

do12 j=1,m Perform m evaluations of the row splines
dou k=1,n constructed by splie2, using the one-
ytmp (k) =ya(j,k) dimensional spline evaluator splint.
y2tmp (k) =y2a(j,k)
enddo 11
call splint(x2a,ytmp,y2tmp,n,x2,yytmp(j))
enddo 12
call spline(xla,yytmp,m,1.e30,1.e30,y2tmp) Construct the one-dimensional column spline
call splint(xla,yytmp,y2tmp,m,x1,y) and evaluate it.
return
END

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §25.2.

Kinahan, B.F., and Harm, R. 1975, Astrophysical Journal, vol. 200, pp. 330-335.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), §5.2.7.

Dah|q§uist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),

7.7.
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Chapter 4. Integration of Functions

4.0 Introduction

Numerical integration, which is also called quadrature, has a history extending
back to the invention of calculus and before. The fact that integrals of elementary
functions could not, in general, be computed analytically, while derivatives could
be, served to give the field a certain panache, and to set it a cut above the arithmetic
drudgery of numerical analysis during the whole of the 18th and 19th centuries.

With the invention of automatic computing, quadrature became just one numer-
ical task among many, and not a very interesting one at that. Automatic computing,
eventhe most primitive sort involving desk cal culatorsand roomsfull of “computers’
(that were, until the 1950s, people rather than machines), opened to feasibility the
much richer field of numerical integration of differential equations. Quadrature is
merely the ssimplest special case: The evaluation of the integral

b
I= / f(z)dx (4.0.1)
is precisely equivalent to solving for the value I = y(b) the differential equation
dy B
e f(x) (4.0.2)
with the boundary condition
y(a) =0 (4.0.3)

Chapter 16 of this book deals with the numerical integration of differential
equations. In that chapter, much emphasisis given to the concept of “variable” or
“adaptive’ choices of stepsize. We will not, therefore, develop that material here.
If the function that you propose to integrate is sharply concentrated in one or more
peaks, or if its shape is not readily characterized by a single length-scale, then it
is likely that you should cast the problem in the form of (4.0.2)—(4.0.3) and use
the methods of Chapter 16.

The quadrature methods in this chapter are based, in one way or another, on the
obvious device of adding up the value of the integrand at a sequence of abscissas
within the range of integration. The game is to obtain the integral as accurately
as possible with the smallest number of function evaluations of the integrand. Just
as in the case of interpolation (Chapter 3), one has the freedom to choose methods

123
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124 Chapter 4. Integration of Functions

of various orders, with higher order sometimes, but not always, giving higher
accuracy. “Romberg integration,” which is discussed in §4.3, is a general formalism
for making use of integration methods of a variety of different orders, and we
recommend it highly.

Apart from the methods of this chapter and of Chapter 16, there are yet
other methods for obtaining integrals. One important class is based on function
approximation. We discuss explicitly the integration of functions by Chebyshev
approximation (“Clenshaw-Curtis’ quadrature) in §5.9. Although not explicitly
discussed here, you ought to be able to figure out how to do cubic spline quadrature
using the output of the routine spline in §3.3. (Hint: Integrate equation 3.3.3
over x analyticaly. Seel[l])

Some integrals related to Fourier transforms can be calculated using the fast
Fourier transform (FFT) algorithm. This is discussed in §13.9.

Multidimensional integrals are another whole multidimensional bag of worms.
Section 4.6 is an introductory discussion in this chapter; the important technique of
Monte-Carlo integration is treated in Chapter 7.

CITED REFERENCES AND FURTHER READING:

Carnahan, B., Luther, H.A., and Wilkes, J.O. 1969, Applied Numerical Methods (New York:
Wiley), Chapter 2.

Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), Chapter 7.

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), Chapter 4.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
Chapter 3.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), Chapter 4.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§7.4.

Kahaner, D., Moler, C., and Nash, S. 1989, Numerical Methods and Software (Englewood Cliffs,
NJ: Prentice Hall), Chapter 5.

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), §5.2, p. 89. [1]

Davis, P, and Rabinowitz, P. 1984, Methods of Numerical Integration, 2nd ed. (Orlando, FL:
Academic Press).

4.1 Classical Formulas for Equally Spaced
Abscissas

Where would any book on numerical analysis be without Mr. Simpson and his
“rule’”? The classical formulas for integrating a function whose value is known at
equally spaced steps have a certain elegance about them, and they are redolent with
historical association. Through them, the modern numerical analyst communeswith
the spirits of his or her predecessors back across the centuries, as far as the time
of Newton, if not farther. Alas, times do change; with the exception of two of the
most modest formulas (“ extended trapezoidal rule,” equation 4.1.11, and “extended
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of various orders, with higher order sometimes, but not always, giving higher
accuracy. “Romberg integration,” which is discusse@4r8, is a general formalism
for making use of integration methods of a variety of different orders, and we
recommend it highly.

Apart from the methods of this chapter and of Chapter 16, there are yet
other methods for obtaining integrals. One important class is based on function
approximation. We discuss explicitly the integration of functions by Chebyshev
approximation (“Clenshaw-Curtis” quadrature) §6.9. Although not explicitly
discussed here, you ought to be able to figure out how mmbdie spline quadrature
using the output of the routingpline in §3.3. (Hint: Integrate equation 3.3.3
over x analytically. Sedl].)

Some integrals related to Fourier transforms can be calculated using the fas
Fourier transform (FFT) algorithm. This is discussed113.9.

Multidimensional integrals are another whole multidimensional bag of worms.
Section 4.6 is an introductory discussion in this chapter; the important technique of
Monte-Carlo integration is treated in Chapter 7.

:dny
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4.1 Classical Formulas for Equally Spaced
Abscissas
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“rule”? The classical formulas for integrating a function whose value is known at
equally spaced steps have a certain elegance about them, and they are redolent with
historical association. Through them, the modern numerical analyst communes with
the spirits of his or her predecessors back across the centuries, as far as the time
of Newton, if not farther. Alas, timedo change; with the exception of two of the
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T~

Xo X1 Xo XN XN +1

open formulas use these points

closed formulas use these points

Figure 4.1.1. Quadrature formulas with equally spaced abscissas compute the integral of a function
between zo and xn41. Closed formulas evaluate the function on the boundary points, while open
formulas refrain from doing so (useful if the evaluation algorithm breaks down on the boundary points).

midpoint rule,” egquation 4.1.19, see §4.2), the classical formulas are amost entirely
useless. They are museum pieces, but beautiful ones.

Some notation: We have a sequence of abscissas, denoted z g, z1,...,zyN,
xn+1 Which are spaced apart by a constant step 4,

T; = x9 + th i=0,1,..., N+1 (411)
A function f(x) has known values at the x;’s,
flxi) = fi (4.1.2)

We want to integrate the function f(x) between alower limit « and an upper limit
b, where o and b are each equal to one or the other of the x;'s. An integration
formulathat uses the value of the function at the endpoints, f(a) or f(b), is called
aclosed formula. Occasionally, we want to integrate a function whose value at one
or both endpoints is difficult to compute (e.g., the computation of f goesto a limit
of zero over zero there, or worse yet has an integrable singularity there). In this
case we want an open formula, which estimates the integral using only z ;’s strictly
between a and b (see Figure 4.1.1).

The basic building blocks of the classical formulas are rules for integrating a
function over a small number of intervals. As that number increases, we can find
rules that are exact for polynomials of increasingly high order. (Keep in mind that
higher order does not always imply higher accuracy in real cases.) A sequence of
such closed formulas is now given.

Closed Newton-Cotes Formulas

Trapezoidal rule:
/ - f(x)de = h[%fl + %fz] +O(R*f") (4.1.3)

Here the error term O( ) signifies that the true answer differs from the estimate by
an amount that is the product of some numerical coefficient times k3 timesthe value
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126 Chapter 4. Integration of Functions

of the function’s second derivative somewhere in the interval of integration. The
coefficient is knowable, and it can be found in all the standard references on this
subject. The point at which the second derivative is to be evaluated is, however,
unknowable. If we knew it, we could evaluate the function there and have a higher-
order method! Since the product of a knowable and an unknowable is unknowable,
we will streamline our formulas and write only O( ), instead of the coefficient.
Equation (4.1.3) isatwo-point formula (z ; and x3). It is exact for polynomials
up to and including degree 1, i.e, f(z) = z. One anticipates that there is a
three-point formulaexact up to polynomialsof degree 2. Thisistrue; moreover, by a
cancellation of coefficients dueto left-right symmetry of the formula, the three-point
formulais exact for polynomials up to and including degree 3, i.e., f(z) = z3:

Smpson’s rule:
s ]t 4 1 5 ¢(4)
/ f(z)dz =h gfl + gfz + §f3 + O(h° f'Y) (4.1.4)

Here f(*) means the fourth derivative of the function f evaluated at an unknown
place in the interval. Note also that the formula gives the integral over an interval
of size 2h, so the coefficients add up to 2.

Thereis no lucky cancellation in the four-point formula, so it is also exact for
polynomials up to and including degree 3.

y ‘e 3 .
Smpson’s ¢ rule:

/: f(x)dx =h |:gfl + gfz + gf?, + gﬁ;] +O(h° f@) (4.1.5)

The five-point formula again benefits from a cancellation:

Bode's rule:
s - 14 64 24 64 14 7 £(6)
/Il f(fl?)da?—h[45f1+45f2+45f3+45f4+45f5] +O(h7f©) (4.1.6)

This is exact for polynomials up to and including degree 5.
At this point the formulas stop being named after famous personages, so we
will not go any further. Consult [1] for additional formulas in the sequence.

Extrapolative Formulas for a Single Interval
We are going to depart from historical practice for a moment. Many texts

would give, at this point, a sequence of “Newton-Cotes Formulas of Open Type.”
Here is an example:

o _ |25 5 5 55 5 £(4)
/IO f(w)dx—h[24f1+24f2+24f3+24f4 + O ')
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Notice that the integral from a = x¢ to b = x5 is estimated, using only the interior
points 1, x2, 3, x4. IN our opinion, formulas of this type are not useful for the
reasonsthat (i) they cannot usefully be strung together to get “ extended” rules, aswe
are about to do with the closed formulas, and (ii) for all other possible uses they are
dominated by the Gaussian integration formulas which we will introducein §4.5.

Instead of the Newton-Cotes open formulas, let us set out the formulas for
estimating the integral in the single interval from z to z;, using values of the
function f at x1,xo,.... These will be useful building blocks for the “extended”
open formulas.

/ 1 f(x)dz = h[f]  +O(h*f") (4.1.7)
o _3 1 3 el

f@)dz = h|Sfr— §f2} +O(h° f") (4.1.8)

: f(x)dz = h _%fl - %fz + %fg} +O(h* @) (4.1.9)

101 f(@)dx =h _%fl - %fz + gfg - %h] + O(h® f¥)(4.1.10)

Perhaps a word here would be in order about how formulas like the above can
be derived. There are elegant ways, but the most straightforward is to write down the
basic form of the formula, replacing the numerical coefficients with unknowns, say
p,q,,s. Without loss of generality takexzo = 0 and z; = 1, s0 h = 1. Substitutein
turn for f(x) (and for f1, fa, f3, f1) thefunctions f(x) = 1, f(z) = z, f(x) = 22,
and f(x) = 23. Doing the integral in each case reduces the left-hand side to a
number, and the right-hand side to a linear equation for the unknowns p, ¢, r, s.
Solving the four equations produced in this way gives the coefficients.

Extended Formulas (Closed)

If we use equation (4.1.3) N — 1 times, to do the integration in the intervals
(z1,22), (x2,23), ..., (xN-1,2N),andthenadd theresults, weobtainan “ extended”
or “composite” formula for the integral from x; to zy.

Extended trapezoidal rule:

/””N flx)dz = h[%fl + fa+ f3+
- o a)3f”) (4.1.10)

"'+fN—1+%fN:| +O( NE

Here we have written the error estimate in terms of theinterval b — a and the number
of points NV instead of in terms of h. Thisis clearer, since one is usually holding
a and b fixed and wanting to know (e.g.) how much the error will be decreased
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128 Chapter 4. Integration of Functions

by taking twice as many steps (in this case, it is by a factor of 4). In subsequent
equations we will show only the scaling of the error term with the number of steps.
For reasons that will not become clear until §4.2, equation (4.1.11) is in fact
the most important equation in this section, the basis for most practical quadrature
schemes.
The extended formula of order 1/N?3 is:

N ) 13
f(x)dz =h Efl + Efz + fa+ fat+
i 13 . ) (4.1.12)
ot fn—2t EfN—l + ﬁfN:| +0 (m)
(We will see in a moment where this comes from.)

If we apply equation (4.1.4) to successive, nonoverlapping pairs of intervals,
we get the extended Smpson’s rule:

[ s =nlghe 3t Sk g
@ (4.1.13)

2 4 1 1
i ng—2 + ng—l + ng} +0 (m>

Notice that the 2/3, 4/3 alternation continues throughout the interior of the evalu-
ation. Many people believe that the wobbling aternation somehow contains deep
information about the integral of their function that is not apparent to mortal eyes.
In fact, the alternation is an artifact of using the building block (4.1.4). Ancther
extended formula with the same order as Simpson’s rule is

L?ﬂ@m:hgh+gh+§ﬁ+h+ﬁ+

23 7 3
...+fN—4+fN—3+ﬂfN_2+EfN—l-f-ng (4.1.14)

e (NL)
This equation is constructed by fitting cubic polynomials through successive groups
of four points; we defer details to §18.3, where a similar technique is used in the
solution of integral equations. We can, however, tell you where equation (4.1.12)
came from. It is Simpson’s extended rule, averaged with a modified version of
itself in which the first and last step are done with the trapezoidal rule (4.1.3). The
trapezoidal step istwo orderslower than Simpson’s rule; however, its contribution to

the integral goes down as an additional power of N (sinceit is used only twice, not
N times). This makes the resulting formula of degree one less than Simpson.
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4.1 Classical Formulas for Equally Spaced Abscissas 129

Extended Formulas (Open and Semi-open)

We can construct open and semi-open extended formulas by adding the closed
formulas (4.1.11)—(4.1.14), evaluated for the second and subsequent steps, to the
extrapolative open formulas for the first step, (4.1.7)—(4.1.10). As discussed
immediately above, it is consistent to use an end step that is of one order lower
than the (repeated) interior step. The resulting formulas for an interval open at
both ends are as follows:

Equations (4.1.7) and (4.1.11) give

N 3 3 1
/ f(z)dz = h[§f2+f3+f4+' : '+fN2+§fN1] +0 <m) (4.1.15)
Equations (4.1.8) and (4.1.12) give
N 23 7
/:E1 f(x)de = h{ﬁfz + Ef3 + fa+ f5+
7 23
ot N3+ Efzv—z + EfN—1:| (4.1.16)
1
e (N_)
Equations (4.1.9) and (4.1.13) give
N 27 13 4
/g61 fl@)dx = h|:ﬁf2 + 0+ Ef4 + §f5+
4 13 27
S ng74_|_ ﬁfN’3+O+ Ef]\,,1 (4.1.17)
1
+0 <N_)

The interior points alternate 4/3 and 2/3. If we want to avoid this alternation,
we can combine equations (4.1.9) and (4.1.14), giving

TN 55 1 11
/gc1 flx)dx = h[ﬂfQ - gf3 + §f4 + f5 + fo + fr+
11 1 55
s 4 fnos + fnoa ng% - ngfz + ﬂfol
1
+0 <m)

We should mention in passing another extended open formula, for use where
the limits of integration are located halfway between tabulated abscissas. Thisoneis
known as the extended midpoint rule, and is accurate to the same order as (4.1.15):

(4.1.18)

/ i f(z)dz = h{fs) + f5/2 + fr/2+

. (4.1.19)

ot fnosp t v +O (m)
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130 Chapter 4.  Integration of Functions

o o . . Py . S . o (tota after N=4)

Figure 4.2.1. Sequential callsto the routine trapzd incorporate the information from previous calls and
evauate the integrand only at those new points necessary to refine the grid. The bottom line shows the
totality of function evaluations after the fourth call. The routine qsimp, by weighting the intermediate
results, transforms the trapezoid rule into Simpson’s rule with essentially no additional overhead.

There are also formulas of higher order for this situation, but we will refrain from
giving them.

The semi-open formulasarejust the obvious combinations of equations(4.1.11)—
(4.1.14) with (4.1.15)—(4.1.18), respectively. At the closed end of the integration,
use the weights from the former equations; at the open end use the weights from
the latter equations. One example should give the idea, the formulawith error term
decreasing as 1/N3 which is closed on the right and open on the left:

[ e =n| Bt Gk fik g
= (4.1.20)

13 ) 1
ot fn—2t EfN—l + ﬁfN:| +0 (m)

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §25.4. [1]

Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), §7.1.

4.2 Elementary Algorithms

Our starting point is equation (4.1.11), the extended trapezoidal rule. Thereare
two facts about the trapezoidal rule which make it the starting point for a variety of
algorithms. One fact is rather obvious, while the second is rather “deep.”

Theobviousfact isthat, for afixed function f(x) to beintegrated between fixed
limits a and b, one can double the number of intervals in the extended trapezoidal
rule without losing the benefit of previous work. The coarsest implementation of
the trapezoidal rule is to average the function at its endpoints ¢ and b. The first
stage of refinement is to add to this average the value of the function at the halfway
point. The second stage of refinement is to add the values at the 1/4 and 3/4 points.
And so on (see Figure 4.2.1).

Without further ado we can write a routine with this kind of logic to it:
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Figure 4.2.1. Sequential callsto the routine trapzd incorporate the information from previous calls and
evauate the integrand only at those new points necessary to refine the grid. The bottom line shows the
totality of function evaluations after the fourth call. The routine qsimp, by weighting the intermediate
results, transforms the trapezoid rule into Simpson’s rule with essentially no additional overhead.

There are also formulas of higher order for this situation, but we will refrain from
giving them.

The semi-open formulasarejust the obvious combinations of equations(4.1.11)—
(4.1.14) with (4.1.15)—(4.1.18), respectively. At the closed end of the integration,
use the weights from the former equations; at the open end use the weights from
the latter equations. One example should give the idea, the formulawith error term
decreasing as 1/N?3 which is closed on the right and open on the left:

[ e =n| Bt Gk fik g
= (4.1.20)

13 ) 1
ot fn—2t EfN—l + ﬁfN:| +0 (m)

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §25.4. [1]

Isaacson, E., and Keller, H.B. 1966, Analysis of Numerical Methods (New York: Wiley), §7.1.

4.2 Elementary Algorithms

Our starting point is equation (4.1.11), the extended trapezoidal rule. Thereare
two facts about the trapezoidal rule which make it the starting point for a variety of
algorithms. One fact is rather obvious, while the second is rather “deep.”

Theobviousfact isthat, for afixed function f(x) to beintegrated between fixed
limits a and b, one can double the number of intervals in the extended trapezoidal
rule without losing the benefit of previous work. The coarsest implementation of
the trapezoidal rule is to average the function at its endpoints ¢ and b. The first
stage of refinement is to add to this average the value of the function at the halfway
point. The second stage of refinement is to add the values at the 1/4 and 3/4 points.
And so on (see Figure 4.2.1).

Without further ado we can write a routine with this kind of logic to it:
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SUBROUTINE trapzd(func,a,b,s,n)
INTEGER n
REAL a,b,s,func
EXTERNAL func
This routine computes the nth stage of refinement of an extended trapezoidal rule. func is
input as the name of the function to be integrated between limits a and b, also input. When
called with n=1, the routine returns as s the crudest estimate of ]: f(z)dz. Subsequent
calls with n=2,3,... (in that sequential order) will improve the accuracy of s by adding on-2
additional interior points. s should not be modified between sequential calls.
INTEGER it,j
REAL del,sum,tnm,x
if (n.eq.1) then
$=0.5%(b-a)* (func (a)+func(b))
else
it=2%*(n-2)
tnm=it
del=(b-a)/tnm This is the spacing of the points to be added.
x=a+0.5%*del
sum=0.
doun j=1,it
sum=sum+func (x)
x=x+del
enddo 11
s=0.5%(s+(b-a)*sum/tnm) This replaces s by its refined value.
endif
return
END

The above routine (trapzd) is a workhorse that can be harnessed in several
ways. The simplest and crudest isto integrate a function by the extended trapezoidal
rule where you know in advance (we can’'t imagine how!) the number of steps you
want. If you want 2 + 1, you can accomplish this by the fragment

doun j=1,m+1
call trapzd(func,a,b,s,j)
enddo 11

with the answer returned as s.
Much better, of course, is to refine the trapezoidal rule until some specified
degree of accuracy has been achieved:

SUBROUTINE qtrap(func,a,b,s)

INTEGER JMAX

REAL a,b,func,s,EPS

EXTERNAL func

PARAMETER (EPS=1.e-6, JMAX=20)

USES trapzd
Returns as s the integral of the function func from a to b. The parameters EPS can be set
to the desired fractional accuracy and JMAX so that 2 to the power JMAX-1 is the maximum
allowed number of steps. Integration is performed by the trapezoidal rule.

INTEGER j
REAL olds
0lds=-1.e30 Any number that is unlikely to be the average of the function
do 11 j=1,JMAX at its endpoints will do here.
call trapzd(func,a,b,s,j)
if (j.gt.5) then Avoid spurious early convergence.

if (abs(s-olds).lt.EPS*abs(olds).or.
(s.eq.0..and.olds.eq.0.)) return
endif
olds=s
enddo 11
pause ’too many steps in qtrap’
END
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132 Chapter 4. Integration of Functions

Unsophisticated as it is, routine qtrap isin fact a fairly robust way of doing
integrals of functionsthat are not very smooth. Increased sophistication will usually
trandate into a higher-order method whose efficiency will be greater only for
sufficiently smooth integrands. qtrap isthe method of choice, e.g., for anintegrand
which isafunction of avariablethat is linearly interpolated between measured data
points. Be surethat you do not requiretoo stringent an EPS, however: If gtrap takes
too many steps in trying to achieve your required accuracy, accumulated roundoff
errors may start increasing, and the routine may never converge. A value 10 ~¢
is just on the edge of trouble for most 32-bit machines; it is achievable when the
convergence is moderately rapid, but not otherwise.

We come now to the “deep” fact about the extended trapezoidal rule, equation
(4.1.11). It isthis: The error of the approximation, which begins with a term of
order 1/N?2, isin fact entirely even when expressed in powers of 1/N. Thisfollows
directly from the Euler-Maclaurin Summation Formula,

/sz(x)dx:h[%fl—i—fz—}—J%_f_+fN_1+%fN

(4.2.1)
Byh? , Boph®* | ok-1)  a2k-1)
Y (fN_fl)_"'_W(N —h )=
Here By, is a Bernoulli number, defined by the generating function
t =t
1 = ZJ By (4.2.2)
with the first few even values (odd values vanish except for B; = —1/2)
1 1 1
By=1 By=- By=-— Bg=—
6 30 42
) . 601 (4.2.3)
Bs=—-— Bigp=-— Bpp=———
*T 30 66 T 2130

Equation (4.2.1) is not a convergent expansion, but rather only an asymptotic
expansion whose error when truncated at any point is always less than twice the
magnitude of the first neglected term. The reason that it is not convergent is that
the Bernoulli numbers become very large, e.g.,

495057205241079648212477525

B =
50 66

The key point is that only even powers of h occur in the error series of (4.2.1).
This fact is not, in general, shared by the higher-order quadrature rules in §4.1.
For example, equation (4.1.12) has an error series beginning with O(1/N 3), but
continuing with all subsequent powersof N: 1/N?, 1/N5, etc.

Suppose we evaluate (4.1.11) with N steps, getting aresult S 7, and then again
with 2N steps, getting a result Son. (Thisis done by any two consecutive calls of
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trapzd.) Theleading error term in the second evaluation will be 1/4 the size of the
error in the first evaluation. Therefore the combination

4 1
S=-8y—=-8 424
3 2N 3 N ( )

will cancel out the leading order error term. But thereis no error term of order 1/N 3,
by (4.2.1). Thesurviving error is of order 1/N 4, the same as Simpson’srule. Infact,
it should not take long for you to see that (4.2.4) is exactly Simpson’srule (4.1.13),
alternating 2/3's, 4/3's, and all. Thisisthe preferred method for evaluating that rule,
and we can write it as a routine exactly analogous to qtrap above:

SUBROUTINE gsimp(func,a,b,s)
INTEGER JMAX
REAL a,b,func,s,EPS
EXTERNAL func
PARAMETER (EPS=1.e-6, JMAX=20)
USES trapzd
Returns as s the integral of the function func from a to b. The parameters EPS can be set
to the desired fractional accuracy and JMAX so that 2 to the power JMAX-1 is the maximum
allowed number of steps. Integration is performed by Simpson'’s rule.
INTEGER j
REAL os,ost,st
ost=-1.e30
os= -1.e30
do 11 j=1,JMAX
call trapzd(func,a,b,st,j)
s=(4.*st-ost)/3. Compare equation (4.2.4), above.
if (j.gt.5) then Avoid spurious early convergence.
if (abs(s-os).lt.EPS*abs(os).or.
(s.eq.0..and.os.eq.0.)) return
endif
os=s
ost=st
enddo 11
pause ’too many steps in gsimp’
END

The routine gsimp will in genera be more efficient than qtrap (i.e., require
fewer function evaluations) when the function to be integrated has a finite 4th
derivative (i.e.,, a continuous 3rd derivative). The combination of qsimp and its
necessary workhorse trapzd is a good one for light-duty work.

CITED REFERENCES AND FURTHER READING:

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§3.3.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§67.4.1-7.4.2.

Forsythe, G.E., Malcolm, M.A., and Moler, C.B. 1977, Computer Methods for Mathematical
Computations (Englewood Cliffs, NJ: Prentice-Hall), §5.3.
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134 Chapter 4.  Integration of Functions

4.3 Romberg Integration

We can view Romberg’'s method as the natural generalization of the routine
gsimp in the last section to integration schemes that are of higher order than
Simpson'srule. The basic idea is to use the results from k successive refinements
of the extended trapezoidal rule (implemented in trapzd) to remove al terms in
the error series up to but not including O(1/N 2¥). The routine gsimp is the case
of k = 2. Thisis one example of a very genera idea that goes by the name of
Richardson’s deferred approach to the limit: Perform some numerical algorithm for
various values of a parameter h, and then extrapolate the result to the continuum
limit h = 0.

Equation (4.2.4), which subtracts off the leading error term, is a special case of
polynomial extrapolation. In the more general Romberg case, we can use Neville's
algorithm (see §3.1) to extrapolate the successive refinements to zero stepsize.
Neville'salgorithm canin fact be coded very concisely within a Rombergintegration
routine. For clarity of the program, however, it seems better to do the extrapolation
by subroutine call to polint, already given in §3.1.

SUBROUTINE qromb(func,a,b,ss)

INTEGER JMAX, JMAXP,K,KM

REAL a,b,func,ss,EPS

EXTERNAL func

PARAMETER (EPS=1.e-6, JMAX=20, JMAXP=JMAX+1, K=5, KM=K-1)

USES polint,trapzd
Returns as ss the integral of the function func from a to b. Integration is performed by
Romberg's method of order 2K, where, e.g., K=2 is Simpson’s rule.
Parameters: EPS is the fractional accuracy desired, as determined by the extrapolation
error estimate; JMAX limits the total number of steps; K is the number of points used in
the extrapolation.

INTEGER j
REAL dss,h(JMAXP),s(JMAXP) These store the successive trapezoidal approximations
h(1)=1. and their relative stepsizes.

dou j=1,JMAX
call trapzd(func,a,b,s(j),j)
if (j.ge.K) then
call polint(h(j-KM),s(j-KM),K,0.,ss,dss)
if (abs(dss).le.EPS*abs(ss)) return

endif

s(j+1)=s(j)

h(j+1)=0.25%h(j) This is a key step: The factor is 0.25 even though
enddo 11 the stepsize is decreased by only 0.5. This makes
pause ’too many steps in qromb’ the extrapolation a polynomial in h? as allowed
END by equation (4.2.1), not just a polynomial in h.

The routine qromb, along with its required trapzd and polint, iS quite
powerful for sufficiently smooth (e.g., analytic) integrands, integrated over intervals
which contain no singularities, and where the endpointsare also nonsingular. qromb,
in such circumstances, takes many, many fewer function evaluations than either of
the routines in §4.2. For example, the integral

2
/ ztlog(x + Va2 4 1)dx
0
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134 Chapter 4. Integration of Functions

4.3 Romberg Integration

We can view Romberg’s method as the natural generalization of the routine
gsimp in the last section to integration schemes that are of higher order than

Simpson’s rule. The basic idea is to use the results fkosnccessive refinements

of the extended trapezoidal rule (implementectirapzd) to remove all terms in
the error series up to but not includiig(1/N 2¥). The routinegsimp is the case

of k = 2. This is one example of a very general idea that goes by the name of
Richardson’s deferred approach to the limit: Perform some numerical algorithm for
various values of a parametgr and then extrapolate the result to the continuum

limit A = 0.

Equation (4.2.4), which subtracts off the leading error term, is a special case of:
polynomial extrapolation. In the more general Romberg case, we can use Neville’
algorithm (see§3.1) to extrapolate the successive refinements to zero stepsize.
Neville’s algorithm can in fact be coded very concisely within a Romberg integration
routine. For clarity of the program, however, it seems better to do the extrapolation

by subroutine call tgpolint, already given irg3.1.

SUBROUTINE qromb(func,a,b,ss)

INTEGER JMAX, JMAXP,K,KM

REAL a,b,func,ss,EPS

EXTERNAL func

PARAMETER (EPS=1.e-6, JMAX=20, JMAXP=JMAX+1, K=5, KM=K-1)

USES polint,trapzd
Returns as ss the integral of the function func from a to b. Integration is performed by
Romberg's method of order 2K, where, e.g., K=2 is Simpson’s rule.
Parameters: EPS is the fractional accuracy desired, as determined by the extrapolation
error estimate; JMAX limits the total number of steps; K is the number of points used in
the extrapolation.

INTEGER j
REAL dss,h(JMAXP),s(JMAXP) These store the successive trapezoidal approximations
h(1)=1. and their relative stepsizes.

do 11 j=1,JMAX
call trapzd(func,a,b,s(j),j)
if (j.ge.K) then
call polint(h(j-KM),s(j-KM),K,0.,ss,dss)
if (abs(dss).le.EPS*abs(ss)) return

endif

s(j+1)=s(j)

h(j+1)=0.25%h(j) This is a key step: The factor is 0.25 even though
enddo 11 the stepsize is decreased by only 0.5. This makes
pause ’too many steps in qromb’ the extrapolation a polynomial in h? as allowed
END by equation (4.2.1), not just a polynomial in h.

The routineqromb, along with its requiredcrapzd and polint, is quite

powerful for sufficiently smooth (e.g., analytic) integrands, integrated over intervals

which contain no singularities, and where the endpoints are also nonsingtdab,

in such circumstances, takes mamgny fewer function evaluations than either of

the routines ing4.2. For example, the integral

2
/ ztlog(x + Va2 4 1)dx
0

of-

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad

:dny

T 1180 10 WO Ju*mmmy/.

€¢¥.-2/8-0

(eouawy YuoN apisino) Bio abpLgued@AIasISN10aIp 0 [lews puas Jo ‘(Ajuo eouswy YUoN)

‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes



4.4 Improper Integrals 135

converges (with parameters as shown above) on the very first extrapolation, after
just 5 calls totrapzd, while gsimp requires 8 calls (8 times as many evaluations of
the integrand) andtrap requires 13 calls (making 256 times as many evaluations
of the integrand).

CITED REFERENCES AND FURTHER READING:

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§63.4-3.5.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§67.4.1-7.4.2.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §4.10-2.

4.4 Improper Integrals

For our present purposes, an integral will be “improper” if it has any of the
following problems:

e its integrand goes to a finite limiting value at finite upper and lower limits,
but cannot be evaluatetyht on one of those limits (e.gsin z/z atx = 0)
its upper limit isco , or its lower limit is —oco
it has an integrable singularity at either limit (e.g,/? atz = 0)
it has an integrable singularity at a known place between its upper and
lower limits

e it has an integrable singularity at an unknown place between its upper

and lower limits

If an integral is infinite (e.g.flOO x~'dx), or does not exist in a limiting sense
(e.g.,ffoOO cos zdx), we do not call it improper; we call it impossible. No amount of
clever algorithmics will return a meaningful answer to an ill-posed problem.

In this section we will generalize the techniques of the preceding two sections
to cover the first four problems on the above list. A more advanced discussion o
guadrature with integrable singularities occurs in Chapter 18, nofdléy8. The
fifth problem, singularity at unknown location, can really only be handled by the
use of a variable stepsize differential equation integration routine, as will be given
in Chapter 16.

We need a workhorse like the extended trapezoidal rule (equation 4.1.11), bu
one which is amopen formula in the sense ¢#4.1, i.e., does not require the integrand
to be evaluated at the endpoints. Equation (4.1.19), the extended midpoint rule, is th
best choice. The reason is that (4.1.19) shares with (4.1.11) the “deep” property o
having an error series that is entirely evervirindeed there is a formula, not as well
known as it ought to be, called tt8econd Euler-Maclaurin summation formula,

°
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4.4 Improper Integrals 135

converges (with parameters as shown above) on the very first extrapolation, after
just 5 callsto trapzd, while gsimp requires 8 cals (8 times as many evaluations of
the integrand) and qtrap requires 13 calls (making 256 times as many evaluations
of the integrand).

CITED REFERENCES AND FURTHER READING:

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§63.4-3.5.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§67.4.1-7.4.2.

Ralston, A., and Rabinowitz, P. 1978, A First Course in Numerical Analysis, 2nd ed. (New York:
McGraw-Hill), §4.10-2.

4.4 Improper Integrals

For our present purposes, an integral will be “improper” if it has any of the
following problems:

e itsintegrand goesto afinite limiting value at finite upper and lower limits,

but cannot be evaluated right on one of thoselimits (e.g., sinz/z at « = 0)

e its upper limit is co , or its lower limit is —oco

e it has an integrable singularity at either limit (e.g., z /2 at = = 0)

e it has an integrable singularity at a known place between its upper and

lower limits

e it has an integrable singularity at an unknown place between its upper

and lower limits

If an integral isinfinite (e.g., ;™ #~'dx), or does not exist in alimiting sense
(eg., ffooo cos zdx), we do not call it improper; we call it impossible. No amount of
clever agorithmics will return a meaningful answer to an ill-posed problem.

In this section we will generalize the techniques of the preceding two sections
to cover the first four problems on the above list. A more advanced discussion of
quadrature with integrable singularities occurs in Chapter 18, notably §18.3. The
fifth problem, singularity at unknown location, can really only be handled by the
use of a variable stepsize differential equation integration routine, as will be given
in Chapter 16.

We need a workhorse like the extended trapezoidal rule (equation 4.1.11), but
onewhich isan open formulain the sense of §4.1, i.e., does not require the integrand
to be evaluated at the endpoints. Equation (4.1.19), the extended midpoint rule, isthe
best choice. The reason is that (4.1.19) shares with (4.1.11) the “deep” property of
having an error seriesthat isentirely evenin h. Indeed thereisaformula, not aswell
known as it ought to be, called the Second Euler-Maclaurin summation formula,

/ ) f(x)dx = hifs)o + f5)2+ fr2+ -+ sz + [n-1/2]

2
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136 Chapter 4. Integration of Functions

This equation can be derived by writing out (4.2.1) with stepsize h, then writing it
out again with stepsize h/2, then subtracting the first from twice the second.

It is not possible to double the number of steps in the extended midpoint rule
and still have the benefit of previous function evaluations (try it!). However, it is
possible to triple the number of steps and do so. Shall we do this, or double and
accept the loss? On the average, tripling does a factor /3 of unnecessary work,
since the “right” number of steps for a desired accuracy criterion may in fact fall
anywhere in the logarithmic interval implied by tripling. For doubling, the factor
is only /2, but we lose an extra factor of 2 in being unable to use all the previous
evaluations. Since 1.732 < 2 x 1.414, it is better to triple.

Here is the resulting routine, which is directly comparable to trapzd.

SUBROUTINE midpnt(func,a,b,s,n)

INTEGER n

REAL a,b,s,func

EXTERNAL func
This routine computes the nth stage of refinement of an extended midpoint rule. func is
input as the name of the function to be integrated between limits a and b, also input. When
called with n=1, the routine returns as s the crudest estimate of f; f(z)dz. Subsequent
calls with n=2,3,... (in that sequential order) will improve the accuracy of s by adding

(2/3) x 3071 additional interior points. s should not be modified between sequential calls.
INTEGER it,j
REAL ddel,del,sum,tnm,x
if (n.eq.1) then
s=(b-a)*func (0.5 (a+b))
else
it=3**(n-2)
tnm=it
del=(b-a)/(3.*tnm)
ddel=del+del The added points alternate in spacing between del and ddel.
x=a+0.5%*del
sum=0.
doun j=1,it
sum=sum+func (x)
x=x+ddel
sum=sum+func (x)
x=x+del
enddo 11
s=(s+(b-a)*sum/tnm) /3. The new sum is combined with the old integral to give a
endif refined integral.
return
END

Theroutinemidpnt can exactly replace trapzd in adriver routine like gtrap
(84.2); one simply changes call trapzd t0 call midpnt, and perhaps aso
decreases the parameter JMAX since 39MAX-1 (from step tripling) is a much larger
number than 29MAX-1 (step doubling).

The open formulaimplementation analogousto Simpson’srule (qsimp in §4.2)
substitutesmidpnt for trapzd and decreases JMAX as above, but now also changes
the extrapolation step to be

s=(9.*st-ost)/8.
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4.4 Improper Integrals 137

since, when the number of steps is tripled, the error decreases to 1/9th its size, not
1/4th as with step doubling.

Either the modified qtrap or the modified qsimp will fix the first problem
on the list at the beginning of this section. Yet more sophisticated is to generalize
Romberg integration in like manner:

SUBROUTINE qromo (func,a,b,ss,choose)

INTEGER JMAX, JMAXP,K,KM

REAL a,b,func,ss,EPS

EXTERNAL func,choose

PARAMETER (EPS=1.e-6, JMAX=14, JMAXP=JMAX+1, K=5, KM=K-1)

USES pol i nt
Romberg integration on an open interval. Returns as ss the integral of the function func
from a to b, using any specified integrating subroutine choose and Romberg’s method.
Normally choose will be an open formula, not evaluating the function at the endpoints. It
is assumed that choose triples the number of steps on each call, and that its error series
contains only even powers of the number of steps. The routines midpnt, midinf, midsql,
midsqu, are possible choices for choose. The parameters have the same meaning as in
qromb.

INTEGER j

REAL dss,h(JMAXP),s(JMAXP)

h(1)=1.

dou j=1,JMAX
call choose(func,a,b,s(j),j)
if (j.ge.K) then

call polint(h(j-KM),s(j-KM),K,0.,ss,dss)
if (abs(dss).le.EPS*abs(ss)) return

endif

s(j+1)=s(j)

h(j+1)=h(j)/9. This is where the assumption of step tripling and an even
enddo 11 error series is used.
pause ’too many steps in qromo’
END

The differences between qromo and qromb (§4.3) are so dight that it is perhaps
gratuitousto list gromo in full. It, however, is an excellent driver routine for solving
all the other problems of improper integrals in our first list (except the intractable
fifth), as we shall now see.

The basic trick for improper integrals is to make a change of variables to
eliminate the singularity, or to map an infinite range of integration to a finite one.
For example, the identity

b 1/a 1 1
/a f(x)dz = /1/b t—2f<?) dt ab >0 (4.4.2)

can be used with either b — oo and a positive, or with a — —oo and b negative, and
works for any function which decreases towards infinity faster than 1/z 2.

You can make the change of variable implied by (4.4.2) either analytically and
then use (e.g.) qromo and midpnt to do the numerica evaluation, or you can let
the numerical algorithm make the change of variable for you. We prefer the latter
method as being more transparent to the user. To implement equation (4.4.2) we
simply write a modified version of midpnt, called midinf, which alows b to be
infinite (or, more precisely, a very large number on your particular machine, such
as 1 x 103%), or a to be negative and infinite.
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SUBROUTINE midinf (funk,aa,bb,s,n)

INTEGER n

REAL aa,bb,s,funk

EXTERNAL funk
This routine is an exact replacement for midpnt, i.e., returns as s the nth stage of refinement
of the integral of funk from aa to bb, except that the function is evaluated at evenly spaced
points in 1/x rather than in z. This allows the upper limit bb to be as large and positive
as the computer allows, or the lower limit aa to be as large and negative, but not both.
aa and bb must have the same sign.

INTEGER it,j

REAL a,b,ddel,del,sum,tnm,func,x

func (x)=funk(1./x)/x**2 This statement function effects the change of variable.
b=1./aa These two statements change the limits of integration ac-
a=1./bb cordingly.
if (n.eq.1) then From this point on, the routine is exactly identical to midpnt.
s=(b-a)*func(0.5*(a+b))
else
it=3**(n-2)
tnm=it

del=(b-a)/(3.*tnm)
ddel=del+del
x=a+0.5%del
sum=0.
doun j=1,it
sum=sum+func (x)
x=x+ddel
sum=sum+func (x)
x=x+del
enddo 11
s=(s+(b-a)*sum/tnm) /3.
endif
return
END

If you need to integrate from a negative lower limit to positive infinity, you do
this by breaking the integral into two pieces at some positive value, for example,

call gromo(funk,-5.,2.,s1,midpnt)
call gromo(funk,2.,1.e30,s2,midinf)
answer=s1l+s2

Where should you choose the breakpoint? At a sufficiently large positive value so
that the function funk is at least beginning to approach its asymptotic decrease to
zero value at infinity. The polynomial extrapolation implicit in the second call to
gromo deals with a polynomiad in 1/z, not in x.

To deal with an integral that has an integrable power-law singularity at its lower
limit, one also makes a change of variable. If the integrand divergesas (z — a) ~7,
0 < v <1, near z = a, use the identity

b (b—a)t=7 . L

/ f(z)dz = 1; tT=7 f(tT7 +a)dt (b>a) (4.4.3)
a —7Jo

If the singularity is at the upper limit, use the identity

1 (b—a)li,Y

/b flx)de = —— tTf(b—tTT)dt  (b>a)  (44.4)
a 1 —7Jo
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4.4 Improper Integrals 139

If there is a singularity at both limits, divide the integral at an interior breakpoint
as in the example above.

Equations (4.4.3) and (4.4.4) are particularly simple in the case of inverse
square-root singularities, a case that occurs frequently in practice:

b Vb—a
/ f(z)dz = / 2f(a+t2)dt  (b>a) (4.4.5)
a 0

for a singularity a a, and

b Vh—a
/ f(z)dz = / 2f(b—2)dt  (b>a) (4.4.6)
a 0

for a singularity at b. Once again, we can implement these changes of variable
transparently to the user by defining substitute routines for midpnt which make the
change of variable automatically:

SUBROUTINE midsql(funk,aa,bb,s,n)
INTEGER n
REAL aa,bb,s,funk
EXTERNAL funk
This routine is an exact replacement for midpnt, except that it allows for an inverse square-
root singularity in the integrand at the lower limit aa.
INTEGER it,j
REAL ddel,del,sum,tnm,x,func,a,b
func(x)=2.*x*funk (aa+x**2)
b=sqrt (bb-aa)
a=0.
if (n.eq.1) then
The rest of the routine is exactly like midpnt and is omitted.

Similarly,

SUBROUTINE midsqu(funk,aa,bb,s,n)
INTEGER n
REAL aa,bb,s,funk
EXTERNAL funk
This routine is an exact replacement for midpnt, except that it allows for an inverse square-
root singularity in the integrand at the upper limit bb.
INTEGER it,j
REAL ddel,del,sum,tnm,x,func,a,b
func (x)=2. *x*funk (bb-x**2)
b=sqrt (bb-aa)
a=0.
if (n.eq.1) then
The rest of the routine is exactly like midpnt and is omitted.

One last example should suffice to show how these formulas are derived in
general. Suppose the upper limit of integration isinfinite, and the integrand falls off
exponentially. Then we want achange of variablethat mapse ~*dx into (+)dt (with
the sign chosen to keep the upper limit of the new variable larger than the lower
limit). Doing the integration gives by inspection

t=e" or x = —logt (44.7)
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0 that

—a

/ e = /t A f(—logt)% (4.4.8)

=a :0
The user-transparent implementation would be

SUBROUTINE midexp(funk,aa,bb,s,n)

INTEGER n

REAL aa,bb,s,funk

EXTERNAL funk
This routine is an exact replacement for midpnt, except that bb is assumed to be infinite
(value passed not actually used). It is assumed that the function funk decreases exponen-
tially rapidly at infinity.

INTEGER it,j

REAL ddel,del,sum,tnm,x,func,a,b

func (x)=funk(-log(x))/x

b=exp(-aa)

a=0.

if (n.eq.1) then
The rest of the routine is exactly like midpnt and is omitted.

CITED REFERENCES AND FURTHER READING:

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), Chapter 4.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§7.4.3, p. 294.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§3.7, p. 152.

4.5 Gaussian Quadratures and Orthogonal
Polynomials

In the formulas of §4.1, the integral of a function was approximated by the sum
of its functional values at a set of equally spaced points, multiplied by certain aptly
chosen weighting coefficients. We saw that as we allowed ourselves more freedom
in choosing the coefficients, we could achieve integration formulas of higher and
higher order. The idea of Gaussian quadraturesis to give ourselves the freedom to
choose not only the weighting coefficients, but also the location of the abscissas at
which the function is to be evaluated: They will no longer be equally spaced. Thus,
we will have twice the number of degrees of freedom at our disposal; it will turn out
that we can achieve Gaussian quadrature formulas whose order is, essentially, twice
that of the Newton-Cotes formulawith the same number of function evaluations.

Does this sound too good to be true? Well, in a sense it is. The catch is a
familiar one, which cannot be overemphasized: High order is not the same as high
accuracy. High order trandates to high accuracy only when the integrand is very
smooth, in the sense of being “well-approximated by a polynomial
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0 that

—a

/ e = /t A f(—logt)% (4.4.8)

=a :0
The user-transparent implementation would be

SUBROUTINE midexp(funk,aa,bb,s,n)

INTEGER n

REAL aa,bb,s,funk

EXTERNAL funk
This routine is an exact replacement for midpnt, except that bb is assumed to be infinite
(value passed not actually used). It is assumed that the function funk decreases exponen-
tially rapidly at infinity.

INTEGER it,j

REAL ddel,del,sum,tnm,x,func,a,b

func (x)=funk(-log(x))/x

b=exp(-aa)

a=0.

if (n.eq.1) then
The rest of the routine is exactly like midpnt and is omitted.
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matical Association of America), Chapter 4.
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§7.4.3, p. 294.

Stoer, J., and Bulirsch, R. 1980, Introduction to Numerical Analysis (New York: Springer-Verlag),
§3.7, p. 152.

4.5 Gaussian Quadratures and Orthogonal
Polynomials

In the formulas of §4.1, the integral of a function was approximated by the sum
of its functional values at a set of equally spaced points, multiplied by certain aptly
chosen weighting coefficients. We saw that as we allowed ourselves more freedom
in choosing the coefficients, we could achieve integration formulas of higher and
higher order. The idea of Gaussian quadraturesis to give ourselves the freedom to
choose not only the weighting coefficients, but also the location of the abscissas at
which the function is to be evaluated: They will no longer be equally spaced. Thus,
we will have twice the number of degrees of freedom at our disposal; it will turn out
that we can achieve Gaussian quadrature formulas whose order is, essentially, twice
that of the Newton-Cotes formulawith the same number of function evaluations.

Does this sound too good to be true? Well, in a sense it is. The catch is a
familiar one, which cannot be overemphasized: High order is not the same as high
accuracy. High order trandates to high accuracy only when the integrand is very
smooth, in the sense of being “well-approximated by a polynomial
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4.5 Gaussian Quadratures and Orthogonal Polynomials 141

Thereis, however, one additional feature of Gaussian quadrature formulas that
addsto their usefulness: We can arrange the choice of weights and abscissas to make
the integral exact for a class of integrands “ polynomials times some known function
W (z)" rather than for the usual class of integrands “polynomials” The function
W (z) canthen be chosen to removeintegrablesingularitiesfrom the desired integral.
Given W (z), in other words, and given an integer N, we can find a set of weights
w; and abscissas x; such that the approximation

b N
/ W) f@)de = 3wy ;) (45.1)
a j=1

is exact if f(z) isapolynomial. For example, to do the integral

b exp(— cos? z)

—1 \/1—262

(not avery natural looking integral, it must be admitted), we might well be interested
in a Gaussian quadrature formula based on the choice

da (45.2)

intheinterval (—1, 1). (Thisparticular choiceiscalled Gauss-Chebyshevintegration,
for reasons that will become clear shortly.)

Notice that the integration formula (4.5.1) can also be written with the weight
function W () not overtly visible: Define g(x) = W(z) f(z) and v; = w; /W (z;).
Then (4.5.1) becomes

b N
/ g(z)dx ~ Zng(:zrj) (45.4)

j=1

Where did the function W (z) go? It is lurking there, ready to give high-order
accuracy to integrands of the form polynomialstimes W (x), and ready to deny high-
order accuracy to integrands that are otherwise perfectly smooth and well-behaved.
When you find tabulations of the weights and abscissas for a given W (x), you have
to determine carefully whether they are to be used with a formulain the form of
(4.5.2), or like (4.5.4).

Here is an example of a quadrature routine that contains the tabul ated abscissas
and weights for the case W (z) = 1 and N = 10. Since the weights and abscissas
are, in this case, symmetric around the midpoint of the range of integration, there
are actualy only five distinct values of each:

SUBROUTINE qggaus (func,a,b,ss)

REAL a,b,ss,func

EXTERNAL func
Returns as ss the integral of the function func between a and b, by ten-point Gauss-
Legendre integration: the function is evaluated exactly ten times at interior points in the
range of integration.

INTEGER j
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142 Chapter 4. Integration of Functions

REAL dx,xm,xr,w(5),x(5) The abscissas and weights.

SAVE w,x

DATA w/.2955242247,.2692667193,.2190863625, .1494513491, .0666713443/
DATA x/.1488743389, .4333953941,.6794095682, .8650633666, .9739065285/

xm=0.5% (b+a)

xr=0.5%(b-a)

ss=0 Will be twice the average value of the function, since the ten
dou j=1,5 weights (five numbers above each used twice) sum to 2.

dx=xr*x(j)
ss=ss+w (j)* (func (xm+dx) +func (xm-dx) )
enddo 11
SS=XT*SS Scale the answer to the range of integration.
return
END

The above routine illustrates that one can use Gaussian quadratures without
necessarily understanding the theory behind them: Onejust locatestabulated weights
and abscissas in a book (e.g., [1] or [2]). However, the theory is very pretty, and it
will comein handy if you ever need to construct your own tabulation of weights and
abscissas for an unusual choiceof W (). We will therefore give, without any proofs,
some useful results that will enableyou to do this. Severa of the results assume that
W (z) does not change sign inside (a, b), which is usually the case in practice.

The theory behind Gaussian quadratures goes back to Gauss in 1814, who
used continued fractions to develop the subject. In 1826 Jacobi rederived Gauss's
results by means of orthogonal polynomials. The systematic treatment of arbitrary
weight functions W (x) using orthogonal polynomialsislargely dueto Christoffel in
1877. To introduce these orthogonal polynomials, let us fix the interval of interest
to be (a,b). We can define the “scalar product of two functions f and g over a
weight function W” as

b
(flg) = / W (2) f (2)g(x)de (455)

The scalar product is a number, not a function of z. Two functions are said to be
orthogonal if their scalar product is zero. A function is said to be normalized if its
scalar product with itself isunity. A set of functionsthat are all mutually orthogonal
and also all individually normalized is called an orthonormal set.

We can find a set of polynomials (i) that includes exactly one polynomial of
order j, called p;(x), for each j = 0,1,2,..., and (ii) al of which are mutually
orthogonal over the specified weight function W (x). A constructive procedure for
finding such a set is the recurrence relation

p_1(z) =0
po(z) =1 (4.5.6)
pj+1(z) = (& —aj)p;(x) —bjpj—a(z)  j=0,1,2,...

where
as = _<j?1|?;> j=0.1,...
P <7 P |7 S (45.7)
by = —LIPI iy g

<Pj—1|Pj—1>
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4.5 Gaussian Quadratures and Orthogonal Polynomials 143

The coefficient by is arbitrary; we can take it to be zero.

The polynomials defined by (4.5.6) are monic, i.e., the coefficient of their
leading term [27 for p;(z)] is unity. If we divide each p;(x) by the constant
[(p;lp;)]*/? we can render the set of polynomials orthonormal. One also encounters
orthogonal polynomials with various other normalizations. You can convert from
a given normalization to monic polynomials if you know that the coefficient of
zJ in p; is \;, say; then the monic polynomials are obtained by dividing each p ;
by A;. Note that the coefficients in the recurrence relation (4.5.6) depend on the
adopted normalization.

The polynomia p;(x) can be shown to have exactly j distinct roots in the
interval (a,b). Moreover, it can be shown that the roots of p ;(x) “interleave” the
j — lrootsof p;_1(z), i.e, thereis exactly one root of the former in between each
two adjacent roots of the latter. This fact comesin handy if you need to find al the
roots: You can start with the one root of p;(x) and then, in turn, bracket the roots
of each higher j, pinning them down at each stage more precisely by Newton'srule
or some other root-finding scheme (see Chapter 9).

Why would you ever want to find all the roots of an orthogonal polynomial
p;(z)? Because the abscissas of the N-point Gaussian quadrature formulas (4.5.1)
and (4.5.4) with weighting function W (z) intheinterval (a, b) are precisely theroots
of the orthogonal polynomia p y () for the same interval and weighting function.
This is the fundamental theorem of Gaussian quadratures, and lets you find the
abscissas for any particular case.

Once you know the abscissas z1, ..., zy, you need to find the weights w;,
j=1,...,N. Oneway to do this (not the most efficient) is to solve the set of
linear equations

po(z1) ... po(zN) w1y f; W (x)po(x)dx
pl(_wl) N (r.TN) w2 | (:) (458
pN,i(arl) .. pN,ll(a:N) WN O

Equation (4.5.8) simply solves for those weights such that the quadrature (4.5.1)
givesthe correct answer for the integral of the first N orthogonal polynomials. Note
that the zeros on the right-hand side of (4.5.8) appear because p1(z), . ..,pn—1(x)
are all orthogonal to po(z), which is a constant. It can be shown that, with those
weights, theintegral of thenext IV — 1 polynomialsisalso exact, so that the quadrature
is exact for al polynomials of degree 2V — 1 or less. Another way to evaluate the
weights (though one whose proof is beyond our scope) is by the formula

o (pn-1lpn-1)
= ()P () 459)

where p/y (x;) is the derivative of the orthogonal polynomial at its zero x ;.

The computation of Gaussian quadrature rulesthusinvolvestwo distinct phases:
(i) the generation of the orthogonal polynomiaspg, ..., pn, i.€., the computation of
the coefficients a;, b; in (4.5.6); (ii) the determination of the zeros of p y(x), and
the computation of the associated weights. For the case of the“ classical” orthogonal
polynomials, the coefficients a; and b; are explicitly known (equations 4.5.10 —
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144 Chapter 4. Integration of Functions

4.5.14 below) and phase (i) can be omitted. However, if you are confronted with a
“nonclassical” weight function W (x), and you don’'t know the coefficients a ; and
b;, the construction of the associated set of orthogonal polynomials is not trivial.
We discuss it at the end of this section.

Computation of the Abscissas and Weights

Thistask can range from easy to difficult, depending on how much you already
know about your weight function and its associated polynomials. In the case of
classical, well-studied, orthogonal polynomials, practically everything is known,
including good approximationsfor their zeros. These can be used as starting guesses,
enabling Newton's method (to be discussed in §9.4) to converge very rapidly.
Newton’s method requires the derivative p’y (z), which is evaluated by standard
relationsin terms of py and px_1. The weights are then conveniently evaluated by
equation (4.5.9). For the following named cases, this direct root-finding is faster,
by a factor of 3 to 5, than any other method.

Here are the weight functions, intervals, and recurrence relations that generate
the most commonly used orthogonal polynomials and their corresponding Gaussian
quadrature formulas.

Gauss-Legendre:
W(z)=1 -l<z<l1
(j+1)Pjy1 = (2§ + 1)zP; — jPj_1 (4.5.10)
Gauss-Chebyshev:
W(z) =1 —a%)"Y? —l<z<1
Tjy1 = 22T — Tj_4 (45.11)
Gauss-Laguerre:
W(zx) =z% " 0<z<oo
G+VL5 = (- +2j+a+ 1)L — (j +a)Lf, (4.5.12)
Gauss-Hermite:
V[/(:zc):e””2 —oo <z <00
Hjy1 =2zH; — 2jH; (4.5.13)
Gauss-Jacobi:
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4.5 Gaussian Quadratures and Orthogonal Polynomials 145

e P = (d; + e;0) P07 — fi P (4.5.14)

where the coefficients c;, d;, e;, and f; are given by

¢ =20+1)(i+a+B+1)2j+a+p)
dj=2j+a+B+1)(a® -5

) ) _ (4.5.15)
ej=02j+a+p)2+a++1)2j+a+5+2)
fi=20+a)i+pB)2j+a+B+2)

We now give individua routines that calculate the abscissas and weights for
these cases. First comes the most common set of abscissas and weights, those of
Gauss-Legendre. The routine, due to G.B. Rybicki, uses equation (4.5.9) in the
special form for the Gauss-Legendre case,

2
(1 —a3) [Py ()

Theroutineal so scalesthe range of integrationfrom (z 1, 22) to (—1, 1), and provides
abscissas z; and weights w; for the Gaussian formula

(4.5.16)

UU'ZI

o N
/ f(x)dz = Z w; f(z;) (4.5.17)

SUBROUTINE gauleg(x1,x2,x,w,n)

INTEGER n

REAL x1,x2,x(n),w(n)

DOUBLE PRECISION EPS

PARAMETER (EPS=3.d-14) EPS is the relative precision.
Given the lower and upper limits of integration x1 and x2, and given n, this routine returns
arrays x(1:n) and w(1:n) of length n, containing the abscissas and weights of the Gauss-
Legendre n-point quadrature formula.

INTEGER i,j,m

DOUBLE PRECISION pi1,p2,p3,pp,xl,xm,z,zl
High precision is a good idea for this routine.

m=(n+1)/2 The roots are symmetric in the interval, so we
xm=0.5d0* (x2+x1) only have to find half of them.

x1=0.5d0* (x2-x1)

do12 i=1,m Loop over the desired roots.

z=cos (3.141592654d0* (i-.25d0)/ (n+.5d0))
Starting with the above approximation to the ith root, we enter the main loop of re-
finement by Newton's method.

continue

pi=1.d0

p2=0.d0

dou j=1,n Loop up the recurrence relation to get the Leg-
p3=p2 endre polynomial evaluated at z.
p2=p1l
p1=((2.d0%j-1.d0) *z*p2-(j-1.d0) *p3) /j

enddo 11

pl is now the desired Legendre polynomial. We next compute pp, its derivative, by
a standard relation involving also p2, the polynomial of one lower order.
pp=n*(z*pl-p2)/(z*z-1.d40)
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zl=z
z=z1-p1/pp Newton's method.
if (abs(z-z1) .gt .EPS)goto 1
x(1)=xm-x1*z Scale the root to the desired interval,
x(n+1-i)=xm+x1*z and put in its symmetric counterpart.
w(i)=2.d0*x1/ ((1.d0-z*z) *pp*pp) Compute the weight
w(n+1-i)=w(i) and its symmetric counterpart.
enddo 12
return
END

Next we give three routines that use initial approximations for the roots given
by Stroud and Secrest [2]. Thefirst is for Gauss-Laguerre abscissas and weights, to
be used with the integration formula

o N
/0 e " f(x)dx = Z w; f(z5) (4.5.18)
j=1

SUBROUTINE gaulag(x,w,n,alf)

INTEGER n,MAXIT

REAL alf,w(n),x(n)

DOUBLE PRECISION EPS

PARAMETER (EPS=3.D-14,MAXIT=10) Increase EPS if you don’t have this precision.

USES ganmi n
Given alf, the parameter « of the Laguerre polynomials, this routine returns arrays x(1:n)
and w(1:n) containing the abscissas and weights of the n-point Gauss-Laguerre quadrature
formula. The smallest abscissa is returned in x(1), the largest in x(n).

INTEGER 1i,its, ]

REAL ai,gammln

DOUBLE PRECISION p1,p2,p3,pp,z,zl

High precision is a good idea for this routine.

do13 i=1,n Loop over the desired roots.
if(i.eq.1)then Initial guess for the smallest root.
z=(1.+alf)*(3.+.92xalf)/(1.+2.4*n+1.8*alf)
else if(i.eq.2)then Initial guess for the second root.
z=z+(15.+6.26%alf)/(1.+.9*alf+2.5%n)
else Initial guess for the other roots.
ai=i-2

z=z+((1.42.55%ai)/(1.9*ai)+1.26*ai*xalf/
(1.+3.5%ai))*(z-x(i-2))/(1.+.3*alf)

endif
do 12 its=1,MAXIT Refinement by Newton’s method.
pi=1.d0
p2=0.d0
dou j=1,n Loop up the recurrence relation to get the Laguerre
p3=p2 polynomial evaluated at z.
p2=p1l
pl=((2xj-1+alf-z)*p2-(j-1+alf)*p3)/j
enddo 11

pl is now the desired Laguerre polynomial. We next compute pp, its derivative, by
a standard relation involving also p2, the polynomial of one lower order.
pp=(n*pl-(n+alf)*p2)/z
zl=z
z=z1-p1/pp Newton's formula.
if (abs(z-z1) .le.EPS)goto 1
enddo 12
pause ’too many iterations in gaulag’
x(i)=z Store the root and the weight.
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4.5 Gaussian Quadratures and Orthogonal Polynomials 147

w(i)=-exp(gammln(alf+n)-gammln(float(n)))/(pp*n*p2)
enddo 13
return
END

Next is a routine for Gauss-Hermite abscissas and weights. If we use the
“standard” normalization of these functions, as given in equation (4.5.13), we find
that the computations overflow for large IV because of various factorials that occur.
We can avoid this by using instead the orthonormal set of polynomias H;. They
are generated by the recurrence

~ ~ 1 ~ 2 ~ ] ~
H = Hy=——, H; 1= U—H-—“—H-, 4.5.19
1 07 0 71'1/4’ Jj+1 z ]_|_1 J ]_|_1 Jj—1 ( )

The formula for the weights becomes

[H}y (25)]?
while the formula for the derivative with this normalization is
H} = /2jH; 4 (45.21)

The abscissas and weights returned by gauher are used with the integration formula

— 00

o N
/ e_m2f(x)dx = Z w; f(z4) (45.22)
j=1

SUBROUTINE gauher(x,w,n)
INTEGER n,MAXIT
REAL w(n),x(n)
DOUBLE PRECISION EPS,PIM4
PARAMETER (EPS=3.D-14,PIM4=.7511255444649425D0,MAXIT=10)
Given n, this routine returns arrays x(1:n) and w(1:n) containing the abscissas and
weights of the n-point Gauss-Hermite quadrature formula. The largest abscissa is returned
in x(1), the most negative in x(n).
Parameters: EPS is the relative precision, PIM4 = 1/7r1/4, MAXIT = maximum iterations.
INTEGER i,its,j,m
DOUBLE PRECISION p1,p2,p3,pp,z,zl
High precision is a good idea for this routine.

m=(n+1)/2
The roots are symmetric about the origin, so we have to find only half of them.
do 13 i=1,m Loop over the desired roots.
if(i.eq.1)then Initial guess for the largest root.
z=sqrt (float (2*n+1))-1.85575% (2*n+1) ** (-.16667)
else if(i.eq.2)then Initial guess for the second largest root.
z=z-1.14%n**.426/z
else if (i.eq.3)then Initial guess for the third largest root.
z=1.86*z-.86%x(1)
else if (i.eq.4)then Initial guess for the fourth largest root.
z=1.91*z-.91*x(2)
else Initial guess for the other roots.

z=2.*z-x(i-2)
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endif
do 12 its=1,MAXIT Refinement by Newton's method.
pl=PIM4
p2=0.d0
do1 j=1,n Loop up the recurrence relation to get the Hermite poly-
p3=p2 nomial evaluated at z.
p2=p1l
pl=zxsqrt(2.d0/j)*p2-sqrt (dble(j-1)/dble(j))*p3
enddo 11

pl is now the desired Hermite polynomial. We next compute pp, its derivative, by
the relation (4.5.21) using p2, the polynomial of one lower order.
pp=sqrt(2.d0*n)*p2

zl=z
z=z1-p1/pp Newton's formula.
if (abs(z-z1) .le.EPS)goto 1
enddo 12
pause ’too many iterations in gauher’
x(i)=z Store the root
x(n+1-i)=-z and its symmetric counterpart.
w(i)=2.d0/ (pp*pp) Compute the weight
w(n+1-i)=w(i) and its symmetric counterpart.
enddo 13
return
END

Finally, here is a routine for Gauss-Jacobi abscissas and weights, which
implement the integration formula

—1

1 N
/ (1—2)*(1 +2)° f(z)dx = Zw,f(:vj) (4.5.23)
Jj=1

SUBROUTINE gaujac(x,w,n,alf,bet)
INTEGER n,MAXIT
REAL alf,bet,w(n),x(n)
DOUBLE PRECISION EPS
PARAMETER (EPS=3.D-14,MAXIT=10) Increase EPS if you don’t have this precision.
USES ganmmi n
Given alf and bet, the parameters a and (3 of the Jacobi polynomials, this routine returns
arrays x(1:n) and w(1:n) containing the abscissas and weights of the n-point Gauss-Jacobi
quadrature formula. The largest abscissa is returned in x(1), the smallest in x(n).
INTEGER i,its,]j
REAL alfbet,an,bn,rl,r2,r3,gammln
DOUBLE PRECISION a,b,c,pl,p2,p3,pp,temp,z,zl
High precision is a good idea for this routine.

do13 i=1,n Loop over the desired roots.
if(i.eq.1)then Initial guess for the largest root.
an=alf/n
bn=bet/n

ri=(1.+alf)*(2.78/(4.+n*n)+.768*an/n)
r2=1.+1.48*an+.96*bn+.452*%an*an+.83*an*bn
z=1.-r1/r2

else if(i.eq.2)then Initial guess for the second largest root.
ri=(4.1+alf)/((1.+alf)*(1.+.156%alf))
r2=1.+.06%(n-8.)*(1.+.12*alf)/n
r3=1.+.012%bet*(1.+.25*abs(alf))/n
z=z-(1.-2z)*ri*r2*r3

else if(i.eq.3)then Initial guess for the third largest root.
r1=(1.67+.28*alf)/(1.+.37*alf)
r2=1.+.22%(n-8.)/n
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r3=1.+8.*bet/((6.28+bet) *n*n)
z=z-(x (1) -z) *r1*r2*r3

else if(i.eq.n-1)then Initial guess for the second smallest root.
r1=(1.+.235%bet)/(.766+.119%bet)
r2=1./(1.+.639%(n-4.)/(1.+.71%(n-4.)))
r3=1./(1.+20.%alf/((7.5+alf)*n%*n))
z=z+(z-x(n-3) ) *r1*r2*r3

else if(i.eq.n)then Initial guess for the smallest root.
ri=(1.+.37*bet)/(1.67+.28*bet)
r2=1./(1.+.22%(n-8.) /n)
r3=1./(1.+8.*alf/((6.28+alf)*n*n))
z=z+(z-x(n-2) ) *r1*r2*r3

else Initial guess for the other roots.
z=3.*x(i-1)-3.*x(i-2)+x(i-3)
endif
alfbet=alf+bet
do 12 its=1,MAXIT Refinement by Newton's method.
temp=2.d0+alfbet Start the recurrence with Py and P; to avoid a divi-
pl=(alf-bet+temp*z)/2.d0 sion by zero when a4+ 3 =0 or —1.
p2=1.d0
do1 j=2,n Loop up the recurrence relation to get the Jacobi
p3=p2 polynomial evaluated at z.
p2=p1l

temp=2*j+alfbet
a=2*j*(j+alfbet) * (temp-2.d0)
b=(temp-1.d0)* (alf*alf-bet*bet+temp*
(temp-2.d0) *z)
c=2.d0*(j-1+alf)*(j-1+bet) *temp
pl=(b*p2-c*p3)/a
enddo 11
pp=(n*(alf-bet-temp*z)*p1+2.d0* (n+alf)*
(n+bet)*p2) / (temp* (1.d0-z*z))
pl is now the desired Jacobi polynomial. We next compute pp, its derivative, by a
standard relation involving also p2, the polynomial of one lower order.

zl=z
z=z1-p1/pp Newton's formula.
if (abs(z-z1) .1le.EPS)goto 1
enddo 12
pause ’too many iterations in gaujac’
x(i)=z Store the root and the weight.

w(i)=exp(gammln(alf+n)+gammln(bet+n)-gammln(n+1.)-
gammln(n+alfbet+1.))*temp*2.**alfbet/ (pp*p2)
enddo 13
return
END

Legendre polynomialsare special cases of Jacobi polynomialswitha = 5 =0,
but it isworth having the separate routinefor them, gauleg, given above. Chebyshev
polynomials correspondto o = § = —1/2 (see §5.8). They have analytic abscissas

and weights:
o —cos (MU= 3)
’ N (4.5.24)
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Case of Known Recurrences

Turn now to the case where you do not know good initial guesses for the zeros of your
orthogonal polynomials, but you do have available the coefficients a; and b; that generate
them. As we have seen, the zeros of pn(z) are the abscissas for the N-point Gaussian
quadrature formula. The most useful computational formula for the weights is equation
(4.5.9) above, since the derivative p)y can be efficiently computed by the derivative of (4.5.6)
in the general case, or by special relations for the classical polynomials. Note that (4.5.9) is
valid as written only for monic polynomials; for other normalizations, there is an extra factor
of Ax/An_1, where Ay is the coefficient of z™ in py.

Except in those special cases aready discussed, the best way to find the abscissas is not
to use a root-finding method like Newton’s method on pn (z). Rather, it is generally faster
to use the Golub-Welsch [3] algorithm, which is based on aresult of Wilf [4]. This agorithm
notes that if you bring the term zp; to the left-hand side of (4.5.6) and the term p; 1. to the
right-hand side, the recurrence relation can be written in matrix form as

Po ap 1 Po 0

p1 b1 a1 1 p1 0

T : = . : + .

PN-—2 by—2 an-2 1 PN—2 0

PN-1 bn-1 an-1 PN-1 DN

or

zp=T-p+pnen-1 (4.5.25)
Here T isatridiagonal matrix, p isa column vector of po, p1,...,pn-1, @nd ey—1 isaunit

vector with a1 in the (IV — 1)st (last) position and zeros elsewhere. The matrix T can be
symmetrized by a diagonal similarity transformation D to give

ao Vb
Vb a1 Vb
J=DTD ' = ; ; (4.5.26)
bn—2 an—2 br-1
Vbn—1  an-1

The matrix J is called the Jacobi matrix (not to be confused with other matrices named
after Jacobi that arise in completely different problems!). Now we see from (4.5.25) that
pn(z;) = 0 isequivalent to z; being an eigenvalue of T. Since eigenvalues are preserved
by a similarity transformation, z; is an eigenvalue of the symmetric tridiagonal matrix J.
Moreover, Wilf [4] shows that if v; is the eigenvector corresponding to the eigenvalue z;,
normalized so that v - v = 1, then

wj = pov; (4.5.27)

where

[0 = / ' W (z) da (4.5.28)

and where v;; is the first component of v. As we shall see in Chapter 11, finding all
eigenvalues and eigenvectors of a symmetric tridiagonal matrix is a relatively efficient and
well-conditioned procedure. We accordingly give aroutine, gaucof, for finding the abscissas
and weights, given the coefficients a; and b;. Remember that if you know the recurrence
relation for orthogonal polynomialsthat are not normalized to be monic, you can easily convert
it to monic form by means of the quantities \;.
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SUBROUTINE gaucof(n,a,b,amu0,x,w)
INTEGER n,NMAX
REAL amu0,a(n),b(n),w(n),x(n)
PARAMETER (NMAX=64)
USES eigsrt,tqli
Computes the abscissas and weights for a Gaussian quadrature formula from the Jacobi
matrix. On input, a(1:n) and b(1:n) are the coefficients of the recurrence relation for
the set of monic orthogonal polynomials. The quantity po = ]f W (x) dx is input as amuO.
The abscissas x(1:n) are returned in descending order, with the corresponding weights
in w(1:n). The arrays a and b are modified. Execution can be speeded up by modifying
tqli and eigsrt to compute only the first component of each eigenvector.
INTEGER i, j
REAL z(NMAX,NMAX)
do12 i=1,n
if(i.ne.1)b(i)=sqrt(b(i))  Set up superdiagonal of Jacobi matrix.
dou j=1,n Set up identity matrix for tqli to compute eigenvectors.
if(i.eq.j)then
z(i,j)=1.
else
z(i,3)=0.
endif
enddo 11
enddo 12
call tqli(a,b,n,NMAX,z)
call eigsrt(a,z,n,NMAX) Sort eigenvalues into descending order.
do 13 i=1,n
x(i)=a(i)
w(i)=amuO*z(1,1)**2 Equation (4.5.12).
enddo 13
return
END

Orthogonal Polynomials with Nonclassical Weights

This somewhat specialized subsection will tell you what to do if your weight function
is not one of the classical ones dealt with above and you do not know the a;’s and b;’s
of the recurrence relation (4.5.6) to use in gaucof. Then, a method of finding the a;’'s
and b;’s is needed.

The procedure of Stieltjes is to compute ao from (4.5.7), then p;(x) from (4.5.6).
Knowing po and p:, we can compute a; and b; from (4.5.7), and so on. But how are we
to compute the inner products in (4.5.7)?

The textbook approach is to represent each p;(x) explicitly as a polynomia in z and
to compute the inner products by multiplying out term by term. This will be feasible if we
know the first 2N moments of the weight function,

b .
i = / ?W(zx)de j=0,1,...,2N —1 (4.5.29)

However, the solution of the resulting set of algebraic equations for the coefficients a; and b;
in terms of the moments y; isin general extremely ill-conditioned. Even in double precision,
it is not unusua to lose all accuracy by the time N = 12. We thus reject any procedure
based on the moments (4.5.29).

Sack and Donovan [5] discovered that the numerical stability is greatly improved if,
instead of using powers of x as a set of basis functions to represent the p;’s, one uses some
other known set of orthogonal polynomials m;(z), say. Roughly spesaking, the improved
stability occurs because the polynomial basis “samples’ the interval (a,b) better than the
power basis when the inner product integrals are evaluated, especialy if its weight function
resembles W(x).
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So assume that we know the modified moments
b
v = / 7 ()W (z)dx j=0,1,...,2N -1 (4.5.30)

where the ;s satisfy a recurrence relation analogous to (4.5.6),

m_1(x) =0

mo(x) =1 (45.31)
mi+1(2) = (¢ — aj)m(x) = Bjmj—a(x)  j=0,1,2,...

and the coefficients «;, 8; are known explicitly. Then Wheeler [6] has given an efficient

O(N?) agorithm equivalent to that of Sack and Donovan for finding a; and b; via a set
of intermediate quantities

ok = (prlm) k1> -1 (45.32)
Initialize
0'71’120 l:1,2,...,2N—2
00,1 = V1 l=0,1,...,2N -1
(4.5.33)

1
a0 = oo + —
Vo

bo =0

Then, for £k = 1,2,..., N — 1, compute

Okl = Ok—1,14+1 — (akfl - Oél)a'k—l,l - bk—10k72,l + ﬁla'kfl,lfl
l=kk+1,...,2N -k —1
ar = ap — Ok—1,k + Ok, k+1
Ok—1,k—1 Ok,k
b = — 2tk
Ok—1,k—1
(4.5.34)
Note that the normalization factors can aso easily be computed if needed:
{polpo) = 1o
(4.5.35)

(pilps) = bj (pj—1lpj—1)  §=1,2,...

You can find a derivation of the above agorithm in Ref. [7].

Wheel er’ salgorithm requiresthat the modified moments (4.5.30) be accurately computed.
In practical cases there is often a closed form, or else recurrence relations can be used. The
agorithmisextremely successful for finiteintervals (a, b). For infiniteintervals, the algorithm
does not completely remove the ill-conditioning. In this case, Gautschi [8,9] recommends
reducing the interval to a finite interval by a change of variable, and then using a suitable
discretization procedure to compute the inner products. You will have to consult the
references for details.

We give the routine orthog for generating the coefficients a; and b; by Wheeler's
algorithm, given the coefficients «; and 3;, and the modified moments v;. To conform to
the usual FORTRAN convention for dimensioning subscripts, the indices of the o matrix are
increased by 2, i.e, sig(k,1) = ox_2,—2, While the indices of the vectors «, 3, a and
b are increased by 1.

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad

‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes
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SUBROUTINE orthog(n,anu,alpha,beta,a,b)

INTEGER n,NMAX

REAL a(n),alpha(2*n-1),anu(2#n),b(n),beta(2*n-1)

PARAMETER (NMAX=64)
Computes the coefficients a; and b;, j = 0,...N — 1, of the recurrence relation for
monic orthogonal polynomials with weight function W (x) by Wheeler's algorithm. On input,
alpha(1:2*n-1) and beta(1:2%n-1) are the coefficients a; and 8, j =0,...2N —2,
of the recurrence relation for the chosen basis of orthogonal polynomials. The modified
moments v; are input in anu(1:2*n). The first n coefficients are returned in a(1:n) and
b(1:n).

INTEGER k,1

REAL sig(2*NMAX+1,2*NMAX+1)

do 11 1=3,2%n Initialization, Equation (4.5.33).
sig(1,1)=0.

enddo 11

do 12 1=2,2*n+1
sig(2,1)=anu(l-1)

enddo 12

a(1)=alpha(1)+anu(2)/anu(1)

b(1)=0.

do 14 k=3,n+1 Equation (4.5.34).
do 13 1=k, 2*n-k+3

sig(k,1)=sig(k-1,1+1)+(alpha(l-1)-a(k-2))*sig(k-1,1)-
b(k-2)*sig(k-2,1)+beta(l-1)*sig(k-1,1-1)

enddo 13
a(k-1)=alpha(k-1)+sig(k,k+1)/sig(k,k)-sig(k-1,k) /sig(k-1,k-1)
b(k-1)=sig(k,k)/sig(k-1,k-1)

enddo 14

return

END

As an example of the use of orthog, consider the problem[7] of generating orthogonal
polynomials with the weight function W (x) = —log = on the interval (0,1). A suitable set
of 7;'s is the shifted Legendre polynomials
L)

; 2! P;j(2x — 1) (4.5.36)
The factor in front of P; makes the polynomials monic. The coefficients in the recurrence
relation (4.5.31) are

a; = % J=01,
1 ‘ (4.5.37)
ﬂj:m ]:1,2,...
while the modified moments are
1 ji=0
vi={ DG (4.5.38)

30+ 1)(25)!

A call to orthog with this input allows one to generate the reguired polynomials to machine
accuracy for very large IV, and hence do Gaussian quadrature with thisweight function. Before
Sack and Donovan's observation, this seemingly simple problem was essentially intractable.

Extensions of Gaussian Quadrature
There are many different ways in which the ideas of Gaussian quadrature have

been extended. One important extension is the case of preassigned nodes: Some
pointsare required to be included in the set of abscissas, and the problemisto choose
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154 Chapter 4. Integration of Functions

the weights and the remaining abscissas to maximize the degree of exactness of the
the quadrature rule. The most common cases are Gauss-Radau quadrature, where
one of the nodes is an endpoint of the interval, either a or b, and Gauss-Lobatto
quadrature, where both o and b are nodes. Golub [10] has given an agorithm similar
to gaucof for these cases.

The second important extension is the Gauss-Kronrod formulas. For ordinary
Gaussian quadrature formulas, as N increases the sets of abscissas have no points
in common. This means that if you compare results with increasing N as a way of
estimating the quadrature error, you cannot reuse the previous function evaluations.
Kronrod [11] posed the problem of searching for optimal sequences of rules, each
of which reuses all abscissas of its predecessor. If one starts with N = m, say,
and then adds n new points, one has 2n + m free parameters. the n new abscissas
and weights, and m new weights for the fixed previous abscissas. The maximum
degree of exactness one would expect to achieve would therefore be 2n + m — 1.
The question is whether this maximum degree of exactness can actually be achieved
in practice, when the abscissas are required to al lie inside (a,b). The answer to
this question is not known in general.

Kronrod showed that if you choose n = m + 1, an optimal extension can
be found for Gauss-L egendre quadrature. Patterson [12] showed how to compute
continued extensions of this kind. Sequences such as N = 10,21,43,87,... are
popular in automatic quadrature routines [13] that attempt to integrate a function until
some specified accuracy has been achieved.
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4.6 Multidimensional Integrals

Integrals of functions of several variables, over regions with dimension greater
than one, are not easy. There are two reasons for this. First, the number of function
evaluations needed to sample an N-dimensional space increases as the Nth power
of the number needed to do a one-dimensional integral. If you need 30 function
evaluations to do a one-dimensional integral crudely, then you will likely need on
the order of 30000 eval uations to reach the same crude level for a three-dimensional
integral. Second, the region of integration in N-dimensional space is defined by
an N — 1 dimensional boundary which can itself be terribly complicated: It need
not be convex or simply connected, for example. By contrast, the boundary of a
one-dimensional integral consists of two numbers, its upper and lower limits.

The first question to be asked, when faced with a multidimensional integral,
is, “can it be reduced analytically to a lower dimensionality?’ For example,
so-called iterated integrals of a function of one variable f(¢) can be reduced to
one-dimensional integrals by the formula

/OI dtn/otn by y --- /OtS dts /Otz F(t)dt
ot | @0 o

Alternatively, the function may have some special symmetry in the way it depends
on its independent variables. If the boundary aso has this symmetry, then the
dimension can be reduced. In three dimensions, for example, the integration of a
spherically symmetric function over a spherical region reduces, in polar coordinates,
to a one-dimensional integral.

The next questions to be asked will guide your choice between two entirely
different approaches to doing the problem. The questions are: |s the shape of the
boundary of the region of integration simple or complicated? Inside the region, is
the integrand smooth and simple, or complicated, or locally strongly peaked? Does
the problem require high accuracy, or does it require an answer accurate only to
a percent, or a few percent?

If your answers are that the boundary is complicated, the integrand is not
strongly peaked in very small regions, and relatively low accuracy is tolerable, then
your problem is a good candidate for Monte Carlo integration. This method is very
straightforward to program, in its cruder forms. One needs only to know a region
with simple boundaries that includes the complicated region of integration, plus a
method of determining whether a random point is inside or outside the region of
integration. Monte Carlo integration evaluates the function at a random sample of

(4.6.1)
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a percent, or a few percent?

If your answers are that the boundary is complicated, the integrand is not
strongly peaked in very small regions, and relatively low accuracy is tolerable, then
your problem is a good candidate for Monte Carlo integration. This method is very
straightforward to program, in its cruder forms. One needs only to know a region
with simple boundaries that includes the complicated region of integration, plus a
method of determining whether a random point is inside or outside the region of
integration. Monte Carlo integration evaluates the function at a random sample of

(4.6.1)
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156 Chapter 4. Integration of Functions

points, and estimates its integral based on that random sample. We will discussit in
more detail, and with more sophistication, in Chapter 7.

If the boundary is simple, and the function is very smooth, then the remaining
approaches, breaking up the problem into repeated one-dimensional integrals, or
multidimensional Gaussian quadratures, will be effective and relatively fast [1]. If
you require high accuracy, these approaches are in any case the only ones available
to you, since Monte Carlo methods are by nature asymptotically slow to converge.

For low accuracy, use repeated one-dimensional integration or multidimensional
Gaussian quadratures when the integrand is slowly varying and smooth in the region
of integration, Monte Carlo when the integrand is oscillatory or discontinuous, but
not strongly peaked in small regions.

If the integrand is strongly peaked in small regions, and you know where those
regions are, break the integral up into several regions so that the integrand is smooth
in each, and do each separately. If you don’t know where the strongly peaked regions
are, you might aswell (at the level of sophistication of this book) quit: It is hopeless
to expect an integration routine to search out unknown pockets of large contribution
in a huge N-dimensional space. (But see §7.8.)

If, on the basis of the above guidelines, you decide to pursue the repeated one-
dimensional integration approach, here is how it works. For definiteness, we will
consider the case of athree-dimensional integral in x, y, z-space. Two dimensions,
or more than three dimensions, are entirely analogous.

The first step is to specify the region of integration by (i) its lower and upper
limits in 2, which we will denote x; and x»; (ii) its lower and upper limitsin y at
a specified value of z, denoted y1 (x) and y2(x); and (iii) its lower and upper limits
in z at specified = and y, denoted 21 (z, y) and z2(z,y). In other words, find the
numbers x; and x5, and the functions y1 (x), y2 (), 21 (z, ), and z3(z, y) such that

IE///dwdydzf(:v,y,z)
y2(z) (z,y)

/d:v/ dy/ dz f(x,y,2)
z1(z,y)

For example, a two-dimensional integral over a circle of radius one centered on

the origin becomes
Vi—z?
/ dw/ dy f(z,y) (4.6.3)
Vi—z?

Now we can define a function G(z, y) that does the innermost integral,

(4.6.2)

zz(w,y)
G(z,y) = / f(z,y,2)dz (4.6.4)

z1(z,y)

and a function H(x) that does the integra of G(z,y),

y2(z)
H(a:)z/ » G(z,y)dy (4.6.5)
yi(z
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Figure 4.6.1.  Function evaluations for a two-dimensional integral over an irregular region, shown
schematically. The outer integration routine, in y, requests values of the inner, x, integral at locations
dong the y axis of its own choosing. The inner integration routine then evaluates the function at
x locations suitable to it. This is more accurate in genera than, e.g., evaluating the function on a
Cartesian mesh of points.

and finally our answer as an integral over H(x)

I / " Hw)dz (466)

To implement equations (4.6.4)—(4.6.6) in a program, one needs three separate
copies of a basic one-dimensional integration routine (and of any subroutines called
by it), one each for the xz, y, and z integrations. If you try to make do with only
one copy, then it will call itself recursively, since (e.g.) the function evaluations
of H for the = integration will themselves call the integration routine to do the y
integration (see Figure 4.6.1). In our example, let us suppose that we plan to use the
one-dimensional integrator qgaus of §4.5. Then we make three identical copiesand
call them qgausx, qgausy, and qgausz. The basic program for three-dimensional
integration then is as follows:

SUBROUTINE quad3d(x1,x2,ss)

REAL ss,x1,x2,h

EXTERNAL h

USES h, qgausx
Returns as ss the integral of a user-supplied function func over a three-dimensional region
specified by the limits x1, X2, and by the user-supplied functions y1, y2, z1, and z2, as
defined in (4.6.2).

call ggausx(h,x1,x2,ss)

return

END

FUNCTION f(zz)
REAL f,zz,func,x,y,z
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158 Chapter 4. Integration of Functions

COMMON /xyz/ x,y,2z
USES func
Called by qgausz. Calls func.
Z=ZZ
f=func(x,y,z)
return
END

FUNCTION g(yy)
REAL g,yy,f,zl1,z2,x,y,z
EXTERNAL f
COMMON /xyz/ x,y,2z
USES f, qgausz, z1, z2
Called by qgausy. Calls qgausz.
REAL ss
y=yy
call qgausz(f,z1(x,y),z2(x,y),ss)
g=ss
return
END

FUNCTION h(xx)
REAL h,xx,g,y1,y2,x,y,2
EXTERNAL g
COMMON /xyz/ x,y,2
USES g, qgausy, y1,y2
Called by qgausx. Calls qgausy.
REAL ss
X=XX
call qgausy(g,yl(x),y2(x),ss)
h=ss
return
END

The necessary user-supplied functions have the following calling sequences:

FUNCTION func(x,y,z) The 3-dimensional function to be integrated
FUNCTION y1(x)

FUNCTION y2(x)

FUNCTION z1(x,y)

FUNCTION z2(x,y)

CITED REFERENCES AND FURTHER READING:

Stroud, A.H. 1971, Approximate Calculation of Multiple Integrals (Englewood Cliffs, NJ: Prentice-
Hall). [1]

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
§7.7, p. 318.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), §6.2.5, p. 307.

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), equations 25.4.58ff.
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Chapter 5. Evaluation of Functions

5.0 Introduction

The purpose of this chapter isto acquaint you with a selection of the techniques
that are frequently used in evaluating functions. In Chapter 6, we will apply and
illustrate these techniques by giving routines for a variety of specific functions.
The purposes of this chapter and the next are thus mostly in harmony, but there
is nevertheless some tension between them: Routines that are clearest and most
illustrative of the general techniques of this chapter are not always the methods of
choice for a particular special function. By comparing this chapter to the next one,
you should get some idea of the balance between “general” and “special” methods
that occurs in practice.

Insofar as that balance favors general methods, this chapter should give you
ideas about how to write your own routine for the evaluation of a function which,
while “special” to you, is not so special as to be included in Chapter 6 or the
standard program libraries.

CITED REFERENCES AND FURTHER READING:

Fike, C.T. 1968, Computer Evaluation of Mathematical Functions (Englewood Cliffs, NJ: Prentice-

Hall).
Lanczos, C. 1956, Applied Analysis; reprinted 1988 (New York: Dover), Chapter 7.

5.1 Series and Their Convergence

Everybody knowsthat an analytic function can be expanded in the neighborhood
of a point o in a power series,

fa) = ar(z — x0) (5.1.1)
k=0

Such series are straightforward to evaluate. You don't, of course, evaluate the kth
power of x — x( abinitio for each term; rather you keep the & — 1st power and update
it with amultiply. Similarly, the form of the coefficients a is often such as to make
use of previouswork: Termslike k! or (2k)! can be updated in amultiply or two.

159
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Chapter 5. Evaluation of Functions

5.0 Introduction

The purpose of this chapter isto acquaint you with a selection of the techniques
that are frequently used in evaluating functions. In Chapter 6, we will apply and
illustrate these techniques by giving routines for a variety of specific functions.
The purposes of this chapter and the next are thus mostly in harmony, but there
is nevertheless some tension between them: Routines that are clearest and most
illustrative of the general techniques of this chapter are not always the methods of
choice for a particular special function. By comparing this chapter to the next one,
you should get some idea of the balance between “general” and “special” methods
that occurs in practice.

Insofar as that balance favors general methods, this chapter should give you
ideas about how to write your own routine for the evaluation of a function which,
while “special” to you, is not so special as to be included in Chapter 6 or the
standard program libraries.

CITED REFERENCES AND FURTHER READING:

Fike, C.T. 1968, Computer Evaluation of Mathematical Functions (Englewood Cliffs, NJ: Prentice-

Hall).
Lanczos, C. 1956, Applied Analysis; reprinted 1988 (New York: Dover), Chapter 7.

5.1 Series and Their Convergence

Everybody knowsthat an analytic function can be expanded in the neighborhood
of a point o in a power series,

fa) = ar(z — x0) (5.1.1)
k=0

Such series are straightforward to evaluate. You don't, of course, evaluate the kth
power of x — x( abinitio for each term; rather you keep the & — 1st power and update
it with amultiply. Similarly, the form of the coefficients a is often such as to make
use of previouswork: Termslike k! or (2k)! can be updated in amultiply or two.
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160 Chapter 5.  Evaluation of Functions

How do you know when you have summed enough terms? In practice, the
terms had better be getting small fast, otherwise the series is not a good technique
to use in the first place. While not mathematically rigorous in all cases, standard
practice is to quit when the term you have just added is smaller in magnitude than
some small ¢ times the magnitude of the sum thus far accumulated. (But watch out
if isolated instances of a; = 0 are possiblel).

A weakness of a power series representation is that it is guaranteed not to
converge farther than that distance from x( at which a singularity is encountered
in the complex plane. This catastrophe is not usually unexpected: When you find
a power series in a book (or when you work one out yourself), you will generally
also know the radius of convergence. An insidious problem occurs with series that
converge everywhere (in the mathematical sense), but almost nowhere fast enough
to be useful in a numerical method. Two familiar examples are the sine function
and the Bessel function of the first kind,

sin x ki STy g2 (5.1.2)
=0
x (—ga?)*
- (5) Z k! k+n (513)

Both of these series converge for all . But both don’'t even start to converge
until k& > |z|; before this, their terms are increasing. This makes these series
useless for large x.

Accelerating the Convergence of Series

There are several tricks for accelerating the rate of convergence of a series (or,
equivalently, of a sequence of partial sums). These tricks will not generally help in
cases like (5.1.2) or (5.1.3) while the size of thetermsis still increasing. For series
with terms of decreasing magnitude, however, some accelerating methods can be
startlingly good. Aitken’s §2-processis simply aformulafor extrapolating the partial
sums of a series whose convergenceis approximately geometric. If S,,—1, Sn, Sn+1
are three successive partial sums, then an improved estimate is

(Sn+1 - Sn)2
Sn+1 - 2Sn + Snfl

S! = Spi1 — (5.1.4)

You can aso use (5.1.4) withn+1 and n — 1 replaced by n +p and n — p
respectively, for any integer p. If you form the sequence of S’s, you can apply
(5.1.4) a second time to that sequence, and so on. (In practice, this iteration will
only rarely do much for you after the first stage.) Note that equation (5.1.4) should
be computed as written; there exist algebraically equivalent forms that are much
more susceptible to roundoff error.

For alternating series (where the terms in the sum alternate in sign), Euler’s
transformation can be apowerful tool. Generally it is advisableto do asmall number

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny
‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad



5.1 Series and Their Convergence 161

of termsdirectly, throughterm n — 1 say, then apply the transformation to the rest of
the series beginning with term n. The formula (for n even) is

o0 o0 _1 s
S (=D us=uo—ur+ug... —tp 1+ Y (23+)1 [A%u,,] (5.1.5)
s=0 s=0

Here A is the forward difference operator, i.e.,
Aup = Upy1 — Up

A2un = Upg2 — 2Upq1 + Un (516)
Adu,

Up+3 — IUp42 + 3Unt1 — Un etc.

Of course you don't actually do the infinite sum on the right-hand side of (5.1.5),
but only the first, say, p terms, thus requiring the first p differences (5.1.6) obtained
from the terms starting at u,,.

Euler's transformation can be applied not only to convergent series. In some
cases it will produce accurate answers from the first terms of a seriesthat is formally
divergent. It is widely used in the summation of asymptotic series. In this case
it is generally wise not to sum farther than where the terms start increasing in
magnitude; and you should devise someindependent numerical check that the results
are meaningful.

There is an elegant and subtle implementation of Euler’s transformation due
to van Wijngaarden [1]: It incorporates the terms of the origina aternating series
one at atime, in order. For each incorporation it either increases p by 1, equivalent
to computing one further difference (5.1.6), or else retroactively increases n by 1,
without having to redo all the difference cal culations based on the old n value! The
decision as to which to increase, n or p, is taken in such a way as to make the
convergence most rapid. Van Wijngaarden's technique requires only one vector of
saved partia differences. Here is the algorithm:

SUBROUTINE eulsum(sum,term,jterm,wksp)

INTEGER jterm

REAL sum,term,wksp(jterm) Workspace, provided by the calling program.
Incorporates into sum the jterm'th term, with value term, of an alternating series. sum
is input as the previous partial sum, and is output as the new partial sum. The first call
to this routine, with the first term in the series, should be with jterm=1. On the second
call, term should be set to the second term of the series, with sign opposite to that of the
first call, and jterm should be 2. And so on.

INTEGER j,nterm

REAL dum,tmp

SAVE nterm

if(jterm.eq.1)then Initialize:
nterm=1 Number of saved differences in wksp.
wksp(1)=term
sum=0.5*term Return first estimate.

else

tmp=wksp (1)

wksp(1)=term

do 11 j=1,nterm-1 Update saved quantities by van Wijngaarden's algo-
dum=wksp (j+1) rithm.
wksp (j+1)=0.5* (wksp(j)+tmp)
tmp=dum
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162 Chapter 5.  Evaluation of Functions

enddo 11
wksp(nterm+1)=0.5% (wksp (nterm)+tmp)
if (abs(wksp(nterm+1)).le.abs(wksp(nterm)))then Favorable to increase p,
sum=sum+0 . 5*wksp (nterm+1)
nterm=nterm+1 and the table becomes longer.
else Favorable to increase n,
sum=sum+wksp (nterm+1) the table doesn’t become longer.
endif
endif
return

END

The powerful Euler technique is not directly applicable to a series of positive
terms. Occasionally it isuseful to convert aseries of positivetermsinto an aternating
series, just so that the Euler transformation can be used! Van Wijngaarden has given
a transformation for accomplishing this [1]:

S = (-1, (5.1.7)
r=1 r=1
where
Wy = Uy + 209, + 404, + 8vgyp + - - - (5.1.8)

Equations (5.1.7) and (5.1.8) replace a simple sum by a two-dimensional sum, each
termin (5.1.7) being itself an infinite sum (5.1.8). This may seem a strange way to
save on work! Since, however, the indicesin (5.1.8) increase tremendously rapidly,
as powersof 2, it often requiresonly afew termsto converge (5.1.8) to extraordinary
accuracy. You do, however, need to be able to compute the v,.’s efficiently for
“random” values r. The standard “updating” tricks for sequential »'s, mentioned
above following equation (5.1.1), can't be used.

Actually, Euler’'stransformation is a special case of a more general transforma-
tion of power series. Suppose that some known function g(z) has the series

9(2) = buz" (5.1.9)
n=0
and that you want to sum the new, unknown, series
f(2) = cnbn2" (5.1.10)
n=0

Then it is not hard to show (see [2]) that equation (5.1.10) can be written as

fy=> A col T2 (5.1.11)
n=0

which often converges much more rapidly. Here A ()¢, is the nth finite-difference
operator (equation 5.1.6), with A (9 ¢y = ¢y, and ¢(") is the nth derivative of g(z).
The usual Euler transformation (equation 5.1.5 with n = 0) can be obtained, for
example, by substituting

g2)= ——=1—z+22 -2 4. (5.1.12)
z
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into equation (5.1.11), and then setting z = 1.

Sometimes you will want to compute a function from a series representation
evenwhen the computationisnot efficient. For example, you may be using thevalues
obtained to fit the function to an approximating form that you will use subsequently
(cf. §5.8). If you are summing very large numbers of slowly convergent terms, pay
attention to roundoff errors! In floating-point representation it is more accurate to
sum alist of numbersin the order starting with the smallest one, rather than starting
with the largest one. It is even better to group terms pairwise, then in pairs of pairs,
etc., so that al additions involve operands of comparable magnitude.

CITED REFERENCES AND FURTHER READING:

Goodwin, E.T. (ed.) 1961, Modern Computing Methods, 2nd ed. (New York: Philosophical Li-
brary), Chapter 13 [van Wijngaarden’s transformations]. [1]

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
Chapter 3.

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §3.6.

Mathews, J., and Walker, R.L. 1970, Mathematical Methods of Physics, 2nd ed. (Reading, MA:
W.A. Benjamin/Addison-Wesley), §2.3. [2]

5.2 Evaluation of Continued Fractions

Continued fractions are often powerful ways of evaluating functions that occur
in scientific applications. A continued fraction looks like this:

Fla) = bo+ “ (5.2.1)
b + o
ba+ \a4
b3+ a5
bat g
Printers prefer to write this as
Fla)=by+ L 92 98 44 G5 (5.2.2)

T b+ ba+ byt byt bs+

In either (5.2.1) or (5.2.2), the o’s and b’s can themselves be functions of x, usualy
linear or quadratic monomials at worst (i.e., constants times x or times x2). For
example, the continued fraction representation of the tangent function is

tanz = — — 2L .. (5.2.3)

Continued fractions frequently converge much more rapidly than power series
expansions, and in a much larger domain in the complex plane (not necessarily
including the domain of convergence of the series, however). Sometimes the
continued fraction converges best where the series does worst, athough this is not
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164 Chapter 5.  Evaluation of Functions

agenera rule. Blanch [1] gives a good review of the most useful convergence tests
for continued fractions.

There are standard techniques, including the important quotient-difference algo-
rithm, for going back and forth between continued fraction approximations, power
series approximations, and rational function approximations. Consult Acton [2] for
an introduction to this subject, and Fike [3] for further details and references.

How do you tell how far to go when evaluating a continued fraction? Unlike
a series, you can't just evaluate equation (5.2.1) from left to right, stopping when
the change is small. Written in the form of (5.2.1), the only way to evaluate the
continued fraction is from right to left, first (blindly!) guessing how far out to
start. This is not the right way.

The right way is to use a result that relates continued fractions to rational
approximations, and that gives a means of evaluating (5.2.1) or (5.2.2) from left
to right. Let f, denote the result of evaluating (5.2.2) with coefficients through
a, and b,. Then

An

fn= B, (5.2.4)

where A,, and B,, are given by the following recurrence:
A =1 B_1=0
Ag = b By=1
Aj=bjA;_1+ajAi_o B; =b;B;_1 +a;Bj_» ji=12....n
(5.2.5)

Thismethod wasinvented by J. Wallisin 1655 (), and is discussed in his Arithmetica
Infinitorum[4]. You can easily prove it by induction.

In practice, thisa gorithm has some unattractivefeatures: Therecurrence(5.2.5)
frequently generates very large or very small values for the partial numerators and
denominators A; and B;. There is thus the danger of overflow or underflow of the
floating-point representation. However, the recurrence (5.2.5) islinear inthe A’sand
B’s. At any point you can rescale the currently saved two levels of the recurrence,
eg., divide A;, B;, A;_1, and B;_; al by B;. Thisincidentally makes 4; = f;
and is convenient for testing whether you have gone far enough: Seeif f; and f;_4
from the last iteration are as close as you would like them to be. (If B; happensto
be zero, which can happen, just skip the renormalization for this cycle. A fancier
level of optimization is to renormalize only when an overflow is imminent, saving
the unnecessary divides. All this complicates the program logic.)

Two newer agorithms have been proposed for evaluating continued fractions.
Steed’smethod does not use A ; and B; explicitly, but only theratio D; = B;_1/B;.
One calculates D; and Af; = f; — f;—1 recursively using

Dj = 1/(bj + (Iijfl) (526)
Afj=(;D; —1)Afj (5.2.7)

Steed’s method (see, e.g., [5]) avoids the need for rescaling of intermediate results.
However, for certain continued fractions you can occasionally run into a situation
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5.2 Evaluation of Continued Fractions 165

where the denominator in (5.2.6) approaches zero, so that D ; and Af; are very
large. The next Af; 1 will typically cancel this large change, but with loss of
accuracy in the numerical running sum of the f;'s. It is awkward to program around
this, so Steed's method can be recommended only for cases where you know in
advance that no denominator can vanish. We will use it for a specia purpose in
the routine bessik (§6.7).

The best genera method for evaluating continued fractions seems to be the
modified Lentz's method [6]. The need for rescaling intermediate results is avoided
by using both the ratios

Cj=Aj/Aj1, Dj = Bj-1/B; (52.8)
and calculating f; by

fi = 1i-1C;D; (5.2.9)
From equation (5.2.5), one easily showsthat the ratios satisfy the recurrencerel ations
Dj = 1/(()] + aijfl), Cj e bj + (Ij/Oj,1 (5210)

In this agorithm there is the danger that the denominator in the expression for D ;,
or the quantity C; itself, might approach zero. Either of these conditionsinvalidates
(5.2.10). However, Thompson and Barnett [5] show how to modify Lentz'salgorithm
to fix this: Just shift the offending term by a small amount, e.g., 10 ~3°. If you
work through a cycle of the algorithm with this prescription, you will see that f ;1
is accurately calculated.

In detail, the modified Lentz's algorithm is this:

.Setfozbo; ifbozosetfoztiny.
o Set Cy = fo.

e Set Dy = 0.

e For j = 1,2,...

Set D;j = b; +a;Dj_1.
If Dj =0, set Dj = tiny.
Set Cj = bj +a;/Cj1.

Set D; = 1/D;.
Set Aj = CjDj.
Set f; = fi—14;.

If |[A; — 1] < eps then exit.
Here eps is your floating-point precision, say 10 =7 or 10~1°. The parameter tiny
should be less than typical values of eps|b;|, say 1073,

The above algorithm assumes that you can terminate the evaluation of the
continued fraction when |f; — f;_1]| is sufficiently small. Thisis usualy the case,
but by no means guaranteed. Jones [7] gives a list of theorems that can be used to
justify this termination criterion for various kinds of continued fractions.

Thereisat present norigorousanalysisof error propagationin Lentz'salgorithm.
However, empirical tests suggest that it is at least as good as other methods.
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Manipulating Continued Fractions

Several important properties of continued fractions can be used to rewrite them
in formsthat can speed up numerical computation. An equival ence transfor mation

G — Np, by — Aby,  apy1 — Aapt1 (5.2.11)

leaves the value of a continued fraction unchanged. By asuitable choice of the scale
factor A you can often simplify the form of the a’s and the b's. Of course, you
can carry out successive equivalence transformations, possibly with different A’s, on
successive terms of the continued fraction.

The even and odd parts of a continued fraction are continued fractions whose
successive convergentsare fo,, and fa,, 41, respectively. Their main use is that they
convergetwice as fast as the original continued fraction, and so if their terms are not
much more complicated than the terms in the original there can be a big savingsin
computation. The formula for the even part of (5.2.2) is

C1 C2

even — d + 5212
/ T+ do+ ( )
where in terms of intermediate variables
ai
o] = b_
' (5.2.13)
= > 2
“ bnbnfl "
we have
do=0by, c1=a1, di=14+0a
(5.2.14)
Cn = —Q2p_1002p-2, dn =14 21 + Q2n, n > 2

You can find the similar formulafor the odd part in the review by Blanch [1]. Often
a combination of the transformations (5.2.14) and (5.2.11) is used to get the best
form for numerical work.

We will make frequent use of continued fractions in the next chapter.

CITED REFERENCES AND FURTHER READING:

Abramowitz, M., and Stegun, |.A. 1964, Handbook of Mathematical Functions, Applied Mathe-
matics Series, Volume 55 (Washington: National Bureau of Standards; reprinted 1968 by
Dover Publications, New York), §3.10.

Blanch, G. 1964, SIAM Review, vol. 6, pp. 383—421. [1]

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), Chapter 11. [2]

Cuyt, A., and Wuytack, L. 1987, Nonlinear Methods in Numerical Analysis (Amsterdam: North-
Holland), Chapter 1.

Fike, C.T. 1968, Computer Evaluation of Mathematical Functions (Englewood Cliffs, NJ: Prentice-
Hall), §§8.2, 10.4, and 10.5. [3]

Wallis, J. 1695, in Opera Mathematica, vol. 1, p. 355, Oxoniae e Theatro Shedoniano. Reprinted
by Georg Olms Verlag, Hildeshein, New York (1972). [4]
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Thompson, 1.J., and Barnett, A.R. 1986, Journal of Computational Physics, vol. 64, pp. 490-509.
(5]
Lentz, W.J. 1976, Applied Optics, vol. 15, pp. 668-671. [6]

Jones, W.B. 1973, in Padé Approximants and Their Applications, P.R. Graves-Morris, ed. (Lon-
don: Academic Press), p. 125. [7]

5.3 Polynomials and Rational Functions

A polynomial of degree N — 1 is represented numerically as a stored array
of coefficients, c(j) with j= 1,...,N. We will aways take c(1) to be the
constant term in the polynomial, c (V) the coefficient of 2V —1; but of course other
conventions are possible. There are two kinds of manipulations that you can do
with a polynomial: numerical manipulations (such as evaluation), where you are
given the numerical value of its argument, or algebraic manipulations, where you
want to transform the coefficient array in some way without choosing any particular
argument. Let's start with the numerical.

We assume that you know enough never to evaluate a polynomial this way:

p=c(1)+c(2) *x+c (3) *x*k*2+c (4) xx**3+c (5) *x**4

Come the (computer) revolution, al persons found guilty of such criminal
behavior will be summarily executed, and their programs won't bel It is a matter
of taste, however, whether to write

p=c (D) +x*(c(2)+x*(c(3) +x*(c(4)+x*c(5))))

or
p=(((c(B) *x+c(4)) *x+c(3) ) xx+c (2) ) *x+c (1)

If the number of coefficients is a large number n, one writes

p=c(n)

doun j=n-1,1,-1
p=p*x+c(j)

enddo 11

Another useful trick is for evaluating a polynomial P(z) and its derivative
dP(x)/dx simultaneously:

p=c(n)

dp=0.

dou j=n-1,1,-1
dp=dp*x+p
p=p*x+c(j)

enddo 11

which returns the polynomial as p and its derivative as dp.
The above trick, which is basically synthetic division [1.2], generalizes to the
evaluation of the polynomial and nd-1 of its derivatives simultaneously:
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SUBROUTINE ddpoly(c,nc,x,pd,nd)
INTEGER nc,nd
REAL x,c(nc),pd(nd)
Given the coefficients of a polynomial of degree nc-1 as an array c(1:nc) with c(1) being
the constant term, and given a value X, and given a value nd>1, this routine returns the
polynomial evaluated at x as pd(1) and nd-1 derivatives as pd(2:nd).
INTEGER 1i,j,nnd
REAL const
pd(1)=c(nc)
dou j=2,nd
pd(j)=0.
enddo 11
do 13 i=nc-1,1,-1
nnd=min(nd,nc+1-i)
do 12 j=nnd,2,-1
pd(§)=pd(j)*x+pd (j-1)
enddo 12
pd(1)=pd (1) *x+c (i)
enddo 13
const=2. After the first derivative, factorial constants come in.
do 14 i=3,nd
pd(i)=const*pd (i)
const=constx*i
enddo 14
return
END

As a curiosity, you might be interested to know that polynomials of degree
n > 3 can be evaluated in fewer than n multiplications, at least if you are willing
to precompute some auxiliary coefficients and, in some cases, do an extra addition.
For example, the polynomial

P(z) = ag + a1z + agx” + aza® + asa’ (53.1)
where a4 > 0, can be evaluated with 3 multiplications and 5 additions as follows:
P(z) = [(Az + B)* + Az + C)[(Az + B)* + D| + E (5.3.2)

where A, B,C, D, and FE are to be precomputed by

A= (a4)1/4
az — A3
p=5B""
443
D =3By gp®y 1A 2028 ;22‘”3 (533)
c=2 _9p_6B>-D

A2
E=ay—B*-B*C+D)-CD

Fifth degree polynomials can be evaluated in 4 multiplies and 5 adds; sixth degree
polynomials can be evaluated in 4 multiplies and 7 adds; if any of this strikes
you as interesting, consult references [3-5]. The subject has something of the same
entertaining, if impractical, flavor as that of fast matrix multiplication, discussed
in §2.11.
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Turn now to algebraic manipulations. You multiply apolynomial of degreen — 1
(array of length n) by a monomial factor  — a by abit of code like the following,

c(n+1)=c(n)

dou j=n,2,-1
c(j)=c(j-1)-c(j)*a

enddo 11

c(1)=-c(1)*a

Likewise, you divide a polynomial of degreen — 1 by amonomial factor  — a
(synthetic division again) using

rem=c(n)

c(n)=0.

don i=n-1,1,-1
swap=c (i)
c(i)=rem
rem=swap+remsa

enddo 11

which leaves you with a new polynomial array and a numerical remainder rem.

Multiplication of two general polynomials involves straightforward summing
of the products, each involving one coefficient from each polynomial. Division of
two general polynomials, while it can be done awkwardly in the fashion taught using
pencil and paper, is susceptibleto agood deal of streamlining. Witnessthe following
routine based on the algorithm in [3].

SUBROUTINE poldiv(u,n,v,nv,q,r)

INTEGER n,nv

REAL q(n),r(n),u(n),v(av)
Given the n coefficients of a polynomial in u(1:n), and the nv coefficients of another
polynomial in v(1:nv), divide the polynomial u by the polynomial v (“u”/“v") giving
a quotient polynomial whose coefficients are returned in q(1:n-nv+1), and a remainder
polynomial whose coefficients are returned in r(1:nv-1). The arrays q and r are dimen-
sioned with lengths n, but the elements r(av) ...r(n) and q(n-nv+2) ...q(n) will be
returned as zero.

INTEGER j,k

doun j=1,n
r(j)=u(j)
q(j)=0.

enddo 11

do 13 k=n-nv,0,-1
q(k+1)=r(av+k) /v(nv)
do 12 j=nv+k-1,k+1,-1

r(j)=r(j)-q&+1)*v(j-k)

enddo 12

enddo 13

do 14 j=nv,n
r(j)=0.

enddo 14

return

END
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Rational Functions

You evaluate a rational function like

P.(x)  po+pix+---+puat

R = =
(@) Qvz) @+aqz+---+qav

(5.3.4)

in the obvious way, namely as two separate polynomials followed by a divide. As
amatter of convention one usually chooses ¢, = 1, obtained by dividing numerator
and denominator by any other ¢o. It is often convenient to have both sets of
coefficients stored in a single array, and to have a standard subroutine available
for doing the evaluation:

FUNCTION ratval(x,cof,mm,kk)

INTEGER kk,mm

DOUBLE PRECISION ratval,x,cof (mm+kk+1) Note precision! Change to REAL if desired.
Given mm, kk, and cof (1 :mm+kk+1), evaluate and return the rational function (cof (1) +

cof (2)x + - - - + cof (mm+1)x™) /(1 + cof (mm+2)x + - - - + cof (mm+kk+1)xkk).
INTEGER j
DOUBLE PRECISION sumd,sumn
sumn=cof (mm+1)
dou j=mm,1,-1
sumn=sumn*x+cof (j)
enddo 11
sumd=0.d0
do 12 j=mm+kk+1,mm+2,-1
sumd=(sumd+cof (j) ) *x
enddo 12
ratval=sumn/(1.d0+sumd)
return
END

CITED REFERENCES AND FURTHER READING:

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), pp. 183, 190. [1]

Mathews, J., and Walker, R.L. 1970, Mathematical Methods of Physics, 2nd ed. (Reading, MA:
W.A. Benjamin/Addison-Wesley), pp. 361-363. [2]

Knuth, D.E. 1981, Seminumerical Algorithms, 2nd ed., vol. 2 of The Art of Computer Programming
(Reading, MA: Addison-Wesley), §4.6. [3]

Fike, C.T. 1968, Computer Evaluation of Mathematical Functions (Englewood Cliffs, NJ: Prentice-
Hall), Chapter 4.

Winograd, S. 1970, Communications on Pure and Applied Mathematics, vol. 23, pp. 165-179. [4]

Kronsjo, L. 1987, Algorithms: Their Complexity and Efficiency, 2nd ed. (New York: Wiley). [5]
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5.4 Complex Arithmetic

Since FORTRAN has the built-in data type COMPLEX, you can generaly let the
compiler and intrinsic function library take care of complex arithmetic for you.
Generally, but not always. For a program with only a small number of complex
operations, you may want to code these yourself, in-line. Or, you may find that
your compiler is not up to snuff: 1t is disconcertingly common to encounter complex
operations that produce overflows or underflows when both the complex operands
and the complex result are perfectly representable. This occurs, we think, because
software companies assign inexperienced programmers to what they believe to be
the perfectly trivial task of implementing complex arithmetic.

Actually, complex arithmetic is not quite trivial. Addition and subtraction
are done in the obvious way, performing the operation separately on the real and
imaginary parts of the operands. Multiplication can also be donein the obviousway,
with 4 multiplications, one addition, and one subtraction,

(a4 ib)(c +id) = (ac — bd) + i(bc + ad) (5.4.1)

(the addition before the i doesn’t count; it just separatesthe real and imaginary parts
notationally). But it is sometimes faster to multiply via

(a +1ib)(c+id) = (ac — bd) + i[(a + b)(c + d) — ac — bd] (5.4.2)

which has only three multiplications (ac, bd, (a + b)(c + d)), plustwo additionsand
three subtractions. The total operations count is higher by two, but multiplication
is a slow operation on some machines.

While it is true that intermediate results in equations (5.4.1) and (5.4.2) can
overflow even when the final result is representable, this happens only when the final
answer is on the edge of representability. Not so for the complex modulus, if you
or your compiler are misguided enough to compute it as

la+ b = Va2 + b? (bad!) (5.4.3)

whose intermediate result will overflow if either a or b is as large as the square
root of the largest representable number (e.g., 101 as compared to 103%). Theright
way to do the calculation is

(eI G a2y
"‘“”"{|b|\/1+<a/b>2 la] < [o (5449

Complex division should use a similar trick to prevent avoidable overflows,
underflow, or loss of precision,

la +b(d/c)] +i[b — a(d/c)]
atib _ c+d(d/c)
c+id la(c/d) 4+ b] + i[b(c/d) — a
c(e/d)+d

le| > |d|
(5.4.5)

el < |d]
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which has only three multiplications (ac, bd, (a + b)(c + d)), plustwo additionsand
three subtractions. The total operations count is higher by two, but multiplication
is a slow operation on some machines.

While it is true that intermediate results in equations (5.4.1) and (5.4.2) can
overflow even when the final result is representable, this happens only when the final
answer is on the edge of representability. Not so for the complex modulus, if you
or your compiler are misguided enough to compute it as

la+ b = Va2 + b? (bad!) (5.4.3)

whose intermediate result will overflow if either a or b is as large as the square
root of the largest representable number (e.g., 101 as compared to 103%). Theright
way to do the calculation is

(eI G a2y
"‘“”"{|b|\/1+<a/b>2 la] < [o (5449

Complex division should use a similar trick to prevent avoidable overflows,
underflow, or loss of precision,

la +b(d/c)] +i[b — a(d/c)]
atib _ c+d(d/c)
c+id la(c/d) 4+ b] + i[b(c/d) — a
c(e/d)+d
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172 Chapter 5.  Evaluation of Functions

Of course you should calculate repeated subexpressions, like ¢/d or d/c¢, only once.

Complex sguare root is even more complicated, since we must both guard
intermediate results, and also enforce a chosen branch cut (here taken to be the
negative real axis). To take the square root of ¢ + id, first compute

O C:d:o
1/|C|\/1+— V1+(d/c)? le| > |d|
w= 2 - (5.4.6)
le/d| + /1 + (¢/d)?
Vidl ; el < ld
Then the answer is
0 w=20
S d
w—l—z(—) w#0,c>0
2w
id = 54.7
et W w£0,e<0,d>0 (54.7)
2w
d
u—iw w#0,¢<0,d<0

2w

CITED REFERENCES AND FURTHER READING:
Midy, P, and Yakovlev, Y. 1991, Mathematics and Computers in Simulation, vol. 33, pp. 33—49.

Knuth, D.E. 1981, Seminumerical Algorithms, 2nd ed., vol. 2 of The Art of Computer Programming
(Reading, MA: Addison-Wesley) [see solutions to exercises 4.2.1.16 and 4.6.4.41].

5.5 Recurrence Relations and Clenshaw’s
Recurrence Formula

Many useful functions satisfy recurrence relations, e.g.,

(n+1)Pry1(x) = 2n+ DzP,(x) — nP,_1(x) (5.5.1)
JnJrl(iZ?) = %Jn(x) — Jnfl(.fc) (552)
nE,i1(z) =e * —zE,(x) (5.5.3)

cosnf = 2cosf cos(n — 1) — cos(n — 2)6 (5.5.9
sinnf = 2 cosfsin(n — 1)6 — sin(n — 2)0 (5.5.5)

wherethefirst three functions are L egendre polynomials, Bessel functions of thefirst
kind, and exponential integrals, respectively. (For notation see [1].) These relations
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Of course you should calculate repeated subexpressions, like ¢/d or d/c¢, only once.

Complex sguare root is even more complicated, since we must both guard
intermediate results, and also enforce a chosen branch cut (here taken to be the
negative real axis). To take the square root of ¢ + id, first compute
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(Reading, MA: Addison-Wesley) [see solutions to exercises 4.2.1.16 and 4.6.4.41].
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Many useful functions satisfy recurrence relations, e.g.,

(n+1)Pry1(x) = 2n+ DzP,(x) — nP,_1(x) (5.5.1)
JnJrl(iZ?) = %Jn(x) — Jnfl(.fc) (552)
nE,i1(z) =e * —zE,(x) (5.5.3)

cosnf = 2cosf cos(n — 1) — cos(n — 2)6 (5.5.9
sinnf = 2 cosfsin(n — 1)6 — sin(n — 2)0 (5.5.5)

wherethefirst three functions are L egendre polynomials, Bessel functions of thefirst
kind, and exponential integrals, respectively. (For notation see [1].) These relations
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5.5 Recurrence Relations and Clenshaw’s Recurrence Formula 173

are useful for extending computational methods from two successive values of n to
other values, either larger or smaller.

Equations(5.5.4) and (5.5.5) motivate usto say afew words about trigonometric
functions. If your program’s running time is dominated by eval uating trigonometric
functions, you are probably doing somethingwrong. Trig functionswhose arguments
form alinear sequence = 6y + nd, n = 0,1,2,..., are efficiently calculated by
the following recurrence,

cos(f + &) = cos@ — [acosh + Bsin b)

5.5.6
sin(f 4+ ¢) = sinf — [asinf — B cos b] ( )
where o and § are the precomputed coefficients
o2 (0 _
a = 2sin 3 B =sind (5.5.7)

The reason for doing things this way, rather than with the standard (and equivalent)
identities for sums of angles, is that here o and 5 do not lose significance if the
incremental ¢ is small. Likewise, the adds in equation (5.5.6) should be done in
the order indicated by sgquare brackets. We will use (5.5.6) repeatedly in Chapter
12, when we dea with Fourier transforms.

Another trick, occasionally useful, is to note that both sin 6 and cosé can be
calculated via a single call to tan:

0 1—¢t? 2t
t = tan (§> cosf = e sinf = e (5.5.8)
The cost of getting both sin and cos, if you need them, is thus the cost of tan plus
2 multiplies, 2 divides, and 2 adds. On machines with slow trig functions, this can
be a savings. However, note that special treatment is required if # — +x. And also
note that many modern machines have very fast trig functions; so you should not
assume that equation (5.5.8) is faster without testing.

Stability of Recurrences

You need to be aware that recurrence relations are not necessarily stable
against roundoff error in the direction that you propose to go (either increasing n or
decreasing n). A three-term linear recurrence relation

Ynt1 + GnlYn + buyn_1 =0, n=12... (5.5.9)

hastwo linearly independent solutions, f,, and g,, say. Only one of these corresponds
to the sequence of functions f,, that you are trying to generate. The other one g,
may be exponentially growing in the direction that you want to go, or exponentially
damped, or exponentially neutral (growing or dying as some power law, for example).
If it is exponentially growing, then the recurrence relation is of little or no practical
use in that direction. Thisis the case, e.g., for (5.5.2) in the direction of increasing
n, when z < n. You cannot generate Bessel functions of high n by forward
recurrence on (5.5.2).
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To state things a bit more formally, if
fu/gn —0 & n— o0 (5.5.10)

then f,, iscalled the minimal solution of the recurrencerelation (5.5.9). Nonminimal
solutionslike g,, are called dominant solutions. The minimal solutionis unique, if it
exists, but dominant solutions are not — you can add an arbitrary multiple of f,, to
agiven g,,. You can evaluate any dominant solution by forward recurrence, but not
the minimal solution. (Unfortunately it is sometimes the one you want.)

Abramowitz and Stegun (in their Introduction) [1] give alist of recurrences that
are stable in the increasing or decreasing directions. That list does not contain all
possible formulas, of course. Given a recurrence relation for some function f ,, ()
you can test it yourself with about five minutes of (human) labor: For a fixed x
in your range of interest, start the recurrence not with true values of f;(x) and
fij+1(x), but (first) with the values 1 and O, respectively, and then (second) with
0 and 1, respectively. Generate 10 or 20 terms of the recursive sequences in the
direction that you want to go (increasing or decreasing from j5), for each of the two
starting conditions. Look at the difference between the corresponding members of
the two sequences. If the differences stay of order unity (absolute value less than
10, say), then the recurrence is stable. If they increase slowly, then the recurrence
may be mildly unstable but quite tolerably so. If they increase catastrophically, then
there is an exponentialy growing solution of the recurrence. If you know that the
function that you want actually corresponds to the growing solution, then you can
keep the recurrence formula anyway e.g., the case of the Bessel function Y, () for
increasing n, see §6.5; if you don't know which solution your function corresponds
to, you must at this point reject the recurrence formula. Notice that you can do this
test before you go to the trouble of finding a numerical method for computing the
two starting functions f;(x) and f;11(x): stability is a property of the recurrence,
not of the starting values.

An alternative heuristic procedure for testing stability is to replace the recur-
rence relation by a similar onethat is linear with constant coefficients. For example,
the relation (5.5.2) becomes

Yn+1 = 27Yn +Yn-1 =0 (5.5.11)

where v = n/x is treated as a constant. You solve such recurrence relations
by trying solutions of the form y,, = a™. Substituting into the above recur-
rence gives

a>—2ya+1=0 or a=7+72-1 (5.5.12)

Therecurrenceis stableif |a| < 1 for al solutionsa. This holds (as you can verify)
if |y] < 1orn < z. Therecurrence (5.5.2) thus cannot be used, starting with J ()
and Ji(x), to compute J,,(x) for large n.

Possibly you would at this point like the security of some real theorems on
this subject (although we ourselves always follow one of the heuristic procedures).
Here are two theorems, due to Perron [2]:

TheoremA. 1fin(5.5.9) a, ~ an®, b, ~ bn® asn — oo, and 3 < 2a, then

Int1/gn ~ —an®, fra1/fn ~ —(bJa)n®= (5.5.13)
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5.5 Recurrence Relations and Clenshaw’s Recurrence Formula 175

and f,, is the minimal solution to (5.5.9).
Theorem B.  Under the same conditions as Theorem A, but with § = 2q,
consider the characteristic polynomial

t* +at+b=0 (5.5.14)
If therootst; and ¢, of (5.5.14) have distinct moduli, |¢1| > |¢2| say, then

Gn1/gn ~ tin®,  fug1/fn ~ tan® (5.5.15)

and f, is again the minimal solution to (5.5.9). Cases other than those in these
two theorems are inconclusive for the existence of minimal solutions. (For more
on the stability of recurrences, see(3].)

How do you proceed if the solution that you desireisthe minimal solution? The
answer liesin that old aphorism, that every cloud has a silver lining: If arecurrence
relation is catastrophically unstable in one direction, then that (undesired) solution
will decrease very rapidly in the reverse direction. This means that you can start
with any seed values for the consecutive f; and f;,1 and (when you have gone
enough steps in the stable direction) you will converge to the sequence of functions
that you want, times an unknown normalization factor. If there is some other way
to normalize the sequence (e.g., by a formula for the sum of the f,,’s), then this
can be a practical means of function evaluation. The method is called Miller’s
algorithm. An example often given [1,4] uses equation (5.5.2) in just this way, along
with the normalization formula

Incidentally, there is an important relation between three-term recurrence
relations and continued fractions. Rewrite the recurrence relation (5.5.9) as

n bn
In (5.5.17)
Yn—1 Ap, + yn+l/yn
Iterating this equation, starting with n, gives
In__ _ =S (5.5.18)
Yn—1 ap — Ap41 —

Pincherle’'s Theorem[2] tells us that (5.5.18) convergesif and only if (5.5.9) has a
minimal solution f,,, in which case it convergesto f,,/ f,—1. Thisresult, usualy for
the case n = 1 and combined with some way to determine f, underlies many of the
practical methods for computing special functionsthat we give in the next chapter.
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Clenshaw’s Recurrence Formula

Clenshaw's recurrence formula [5] is an elegant and efficient way to evaluate a
sum of coefficients times functions that obey a recurrence formula, e.g.,

N N
f() = Z ¢, cos kO or f(z) = Z ¢k Pr(x)
k=0 k=0

Here is how it works: Suppose that the desired sum is

N
f@) = exFi(x) (55.19)
k=0
and that F obeys the recurrence relation
Fri1(z) = a(n,2)F,(z) + 8(n, z) Fr—1(x) (5.5.20)

for some functions «(n,z) and B(n,z). Now define the quantities vy, (k =
N,N —1,...,1) by the following recurrence:

YN+2 =Yn+1 =0
(5.5.21)
ye = ok, ¥)yp+1 + Bk + 1, 0)yps2+ e (E=N,N—-1,...,1)

If you solve equation (5.5.21) for ¢ on the left, and then write out explicitly the
sum (5.5.19), it will look (in part) like this:

flx) =
+ [ys — a(8,2)ys — B(9, )y10] Fs ()
+ ly7 — a(7,2)ys — B(8, x)yo] F7 ()
+ [ye — a(6,z)yr — B(7, x)ys] Fo(x)
+ Y5 — a(5,2)ys — B(6, 2)y7] F5(x) (5.5.22)
+.
+ [y2 — a(2,2)ys — B(3, v)ya] F2(2)
+ [y1 — a(l, z)y2 — B(2, 2)ys] F1 (z)
+ [co + B(1, 2)y2 — B(1, 2)y2] Fo ()

Notice that we have added and subtracted 5(1, z)y+ in thelast line. If you examine
the terms containing a factor of yg in (5.5.22), you will find that they sum to zero as
a consequence of the recurrence relation (5.5.20); similarly al the other y;’s down
through y-. The only surviving terms in (5.5.22) are

f(x) = B(L,2)Fo(x)y2 + Fi(x)y1 + Fo(x)co (5.5.23)

‘(eauBwWyY YUON apisino) Bio abpugqued@AIasiSnoloalip 0 [lewd puas Jo ‘(Ajuo eauawy YUON) €2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny
‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugqwe)d Aq z66T-986T (D) WbuAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 18V IHL 22 NVHL1HO4 NI S3dI03d TvOIYINNN woly obed sjdwes

81ISgaM NISIA ‘SINOHAD 10 sqo0q sadioay [eauswn 1apio o] ‘paugiyold Ajpais si ‘19Indwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdod Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiayy Joy Adod saded suo axew 0] s1asn 18ulalul 10} pajuelB si uoissiwiad



5.5 Recurrence Relations and Clenshaw’s Recurrence Formula 177

Equations (5.5.21) and (5.5.23) are Clenshaw's recurrence formula for doing the
sum (5.5.19): You make one pass down through the y ;.'s using (5.5.21); when you
have reached y5 and ;1 you apply (5.5.23) to get the desired answer.

Clenshaw’s recurrence as written above incorporates the coefficients ¢y in a
downward order, with &k decreasing. At each stage, the effect of al previous cy’s
is “remembered” as two coefficients which multiply the functions F'x; and Fj
(ultimately Fyy and Fy). If the functions F, are small when & is large, and if the
coefficients ¢, are small when £ is small, then the sum can be dominated by small
F.’s. In this case the remembered coefficients will involve a delicate cancellation
and there can be a catastrophic loss of significance. An example would be to sum
the trivial series

J15(1) =0x Jo(l) +0 x Jl(l) +...+0x J14(1) +1x J15(1) (5524)

Here .J15, which is tiny, ends up represented as a canceling linear combination of
Jo and Jy, which are of order unity.

The solution in such cases is to use an alternative Clenshaw recurrence that
incorporates c’'s in an upward direction. The relevant equations are

Yy-2=y-1=0 (5.5.25)
1

Y = m[yk—2 —a(k, 2)ye-1 — e,

(k=0,1,...,.N—1) (5.5.26)
f(x) = CNFN(*T) - BN, x)FN—l(«T)yN—l — Fn(z)yn—2 (5.5.27)

The rare case where equations (5.5.25)—(5.5.27) should be used instead of
equations (5.5.21) and (5.5.23) can be detected automatically by testing whether
the operands in the first sum in (5.5.23) are opposite in sign and nearly equal in
magnitude. Other than in this special case, Clenshaw’s recurrence is always stable,
independent of whether the recurrence for the functions F'y, is stable in the upward
or downward direction.
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Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), pp. 20ff. [4]

Clenshaw, C.W. 1962, Mathematical Tables, vol. 5, National Physical Laboratory (London: H.M.
Stationery Office). [5]
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178 Chapter 5.  Evaluation of Functions

5.6 Quadratic and Cubic Equations

The roots of simple algebraic equations can be viewed as being functions of the
equations coefficients. We are taught these functions in elementary algebra. Yet,
surprisingly many people don’t know the right way to solve a quadratic equation
with two real roots, or to obtain the roots of a cubic equation.

There are two ways to write the solution of the quadratic equation
ar® +br+c=0 (5.6.1)

with real coefficients a, b, ¢, namely

b+ 2 —
g = 0t Vb —dac (5.6.2)
2a
and )
c
= 5.6.3
v —b+ Vb? — 4ac ( )

If you use either (5.6.2) or (5.6.3) to get the two roots, you are asking for trouble;
If either a or ¢ (or both) are small, then one of the roots will involve the subtraction
of b from avery nearly equal quantity (the discriminant); you will get that root very
inaccurately. The correct way to compute the roots is

g= _% {b + sgn(b) /b2 — 4(10] (5.6.4)

Then the two roots are

s1=2  ad  ap=S (5.6.5)
a q

If the coefficients a, b, ¢, are complex rather than real, then the above formulas
gtill hold, except that in equation (5.6.4) the sign of the square root should be
chosen so as to make

Re(b*v/b? — 4ac) > 0 (5.6.6)
where Re denotes the real part and asterisk denotes complex conjugation.

Apropos of quadratic equations, this seems a convenient place to recall that
the inverse hyperbolic functions sinh ~! and cosh™* are in fact just logarithms of
solutions to such equations,

sinh™*(z) = In(z + Va2 +1) (5.6.7)
cosh™'(z) = £In(z + V22 — 1) (5.6.8)

Equation (5.6.7) is numerically robust for z > 0. For negative x, use the symmetry
sinh ™' (—z) = —sinh~!(x). Equation (5.6.8) is of course valid only for z > 1.
Since FORTRAN mysteriously omits the inverse hyperbolic functions from its list of
intrinsic functions, equations (5.6.7)—5.6.8) are sometimes quite essential.
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5.6 Quadratic and Cubic Equations

The roots of simple algebraic equations can be viewed as being functions of the
equations’ coefficients. We are taught these functions in elementary algebra. Yet,
surprisingly many people don’'t know the right way to solve a quadratic equation
with two real roots, or to obtain the roots of a cubic equation.

There are two ways to write the solution of thgadratic equation
ar® +br+c=0 (5.6.1

with real coefficientsa, b, ¢, namely

_ 2 _
v b+ Vb 4ac (5.6.2
2a
and )
c
e 5.6.
v —b+ Vb? — 4ac ( 3

If you useeither (5.6.2)or (5.6.3) to get the two roots, you are asking for trouble:
If eithera or ¢ (or both) are small, then one of the roots will involve the subtraction
of b from a very nearly equal quantity (the discriminant); you will get that root very
inaccurately. The correct way to compute the roots is

g= _% {b + sgr(b)V/b? — 4(10] (5.6.4

Then the two roots are

T = g and To = E (565
a

If the coefficientsu, b, ¢, are complex rather than real, then the above formulas
still hold, except that in equation (5.6.4) the sign of the square root should be
chosen so as to make

Re(b* /b2 — dac) > 0 (5.6.6
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where Re denotes the real part and asterisk denotes complex conjugation. %
g
Apropos of quadratic equations, this seems a convenient place to recall thag
the inverse hyperbolic functionsnh ~' andcosh™' are in fact just logarithms of 3
solutions to such equations, g
g
sinh™*(z) = In(z + Va2 +1) (5.6.7 '
cosh™'(z) = £In(z + V22 — 1) (5.6.8
Equation (5.6.7) is numerically robust for> 0. For negative:, use the symmetry
sinh~*(—x) = —sinh™*(z). Equation (5.6.8) is of course valid only far > 1.

SinceFORTRAN mysteriously omits the inverse hyperbolic functions from its list of
intrinsic functions, equations (5.6.7)—(5.6.8) are sometimes quite essential.
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5.6 Quadratic and Cubic Equations 179

For the cubic eguation
2 +ar’ +br+c=0 (5.6.9
with real or complex coefficients, b, ¢, first compute

2-3b 2a® — 9ab + 27
Qza 5 and Rz%ﬁ (5.6.10

If @ andR are real (always true when b, c are realjand R? < @3, then the cubic
equation has three real roots. Find them by computing

6 = arcco$R/\/Q3) (5.6.19)

in terms of which the three roots are
0 a
) S I
Q cos (3) 3
0+2
To = —2 Qcos( —;w)_

—2+/Q cos (9 _327T> —

(This equation first appears in Chapter VI of Feais, Viete's treatise “De emen-
datione,” published in 1615!)
Otherwise, compute

A=—[revE—]"” (5613

where the sign of the square root is chosen to make

T1

(5.6.12

T3

wle wie

Re(R*\/R? — Q3) > 0 (5.6.14

(asterisk again denoting complex conjugation)@land R are both real, equations
(5.6.13)—(5.6.14) are equivalent to

1/3
A = —sgnR) [|R| +VR2 - Qﬂ (5.6.15
where the positive square root is assumed. Next compute
_le/Aa  (A#0)
B= {0 (420) (5.6.16

in terms of which the three roots are

a

(5.6.17
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180 Chapter 5.  Evaluation of Functions

(the single real root when, b, ¢ are real) and

Ty = —%(A—l—B) —%—i—z’?(A—B)
: S A (5.6.19
Tr3 = —§(A+B) — g —27(14—3)

dny

(in that same case, a complex conjugate pair). Equations (5.6.13)—(5.6.16) are:
arranged both to minimize roundoff error, and also (as pointed out by A.J. Glassman
to ensure that no choice of branch for the complex cube root can result in the:
spurious loss of a distinct root.

If you need to solve many cubic equations with only slightly different coeffi-

cients, it is more efficient to use Newton's meth@8.4).

-T (129 JO W09 IU

CITED REFERENCES AND FURTHER READING:

Weast, R.C. (ed.) 1967, Handbook of Tables for Mathematics, 3rd ed. (Cleveland: The Chemical
Rubber Co.), pp. 130-133.

Pachner, J. 1983, Handbook of Numerical Analysis Applications (New York: McGraw-Hill), §6.1.

McKelvey, J.P. 1984, American Journal of Physics, vol. 52, pp. 269-270; see also vol. 53, p. 775,
and vol. 55, pp. 374-375.

5.7 Numerical Derivatives

Imagine that you have a procedure which computes a fungtief, and now
you want to compute its derivativgé’(z). Easy, right? The definition of the
derivative, the limit ash — 0 of

F(z) ~ w (5.7.)

practically suggests the program: Pick a small vaiyeevaluatef(z + h); you
probably havef(x) already evaluated, but if not, do it too; finally apply equation
(5.7.1). What more needs to be said?

Quite a lot, actually. Applied uncritically, the above procedure is almost
guaranteed to produce inaccurate results. Applied properly, it can be the right wa
to compute a derivative only when the functigns fiercely expensive to compute,
when you already have invested in computjf{g:), and when, therefore, you want
to get the derivative in no more than a single additional function evaluation. In such
a situation, the remaining issue is to choaggroperly, an issue we now discuss:

There are two sources of error in equation (5.7.1), truncation error and roundoff
error. The truncation error comes from higher terms in the Taylor series expansion,
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eouaw

(

BNSqaM JISIA

P+ h) = @)+ hF(@) + G020 @)+ h @) e (572

whence

flz+h) - fz)

! 1 1
- = Ghf" (5.7.3
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(the single real root when, b, ¢ are real) and

Ty = —%(A—l—B) —%—i—z’?(A—B)
: S A (5.6.19
Tr3 = —§(A+B) — g —27(14—3)

dny

(in that same case, a complex conjugate pair). Equations (5.6.13)—(5.6.16) are:
arranged both to minimize roundoff error, and also (as pointed out by A.J. Glassman
to ensure that no choice of branch for the complex cube root can result in the:
spurious loss of a distinct root.

If you need to solve many cubic equations with only slightly different coeffi-

cients, it is more efficient to use Newton's meth@8.4).
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Pachner, J. 1983, Handbook of Numerical Analysis Applications (New York: McGraw-Hill), §6.1.
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and vol. 55, pp. 374-375.

5.7 Numerical Derivatives

Imagine that you have a procedure which computes a fungtief, and now
you want to compute its derivativgé’(z). Easy, right? The definition of the
derivative, the limit ash — 0 of

F(z) ~ w (5.7.)

practically suggests the program: Pick a small vaiyeevaluatef(z + h); you
probably havef(x) already evaluated, but if not, do it too; finally apply equation
(5.7.1). What more needs to be said?

Quite a lot, actually. Applied uncritically, the above procedure is almost
guaranteed to produce inaccurate results. Applied properly, it can be the right wa
to compute a derivative only when the functigns fiercely expensive to compute,
when you already have invested in computjf{g:), and when, therefore, you want
to get the derivative in no more than a single additional function evaluation. In such
a situation, the remaining issue is to choaggroperly, an issue we now discuss:

There are two sources of error in equation (5.7.1), truncation error and roundoff
error. The truncation error comes from higher terms in the Taylor series expansion,
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whence

flz+h) - fz)

! 1 1
- = Ghf" (5.7.3
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5.7 Numerical Derivatives 181

The roundoff error has various contributions. First there is roundoff errdr. in
Suppose, by way of an example, that you are at a poiat 10.3 and you blindly
chooseh = 0.0001. Neitherxz = 10.3 nor z + h = 10.30001 is a number with
an exact representation in binary; each is therefore represented with some fractional
error characteristic of the machine’s floating-point fornagt, whose value in single
precision may be- 10~7. The error in theffective value ofh, namely the difference
between: + h andz as represented in the machine, is therefore on the ordey, of
which implies a fractional error ik of order~ e,z /h ~ 10~2! By equation (5.7.1)
this immediately implies at least the same large fractional error in the derivative.
We arrive at Lesson 1: Always chookao thatr + h andx differ by an exactly
representable number. This can usually be accomplished by the program steps

temp=z+h

(5.7.4

h = temp — x

€ v2-228-008-T I[e2 10 WoD UMWy
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Some optimizing compilers, and some computers whose floating-point chips hav
higher internal accuracy than is stored externally, can foil this trick; if so, it is usually
enough to call a dummy subroutinenothing (temp) between the two equations
(5.7.4). This forcesemp into and out of addressable memory.

With A an “exact” number, the roundoff error in equation (5.7.1¢is ~
er|f(x)/h|. Heree, is the fractional accuracy with whicli is computed; for a
simple function this may be comparable to the machine accwacy, ¢,,,, but for a
complicated calculation with additional sources of inaccuracy it may be larger. The
truncation error in equation (5.7.3) is on the ordeegf~ |hf”(x)|. Varyingh to
minimize the sune, + e, gives the optimal choice o,

h~ EJ{/{C SN (5.7.9

©AISSISN0108IP 0] [reWS Puas o ‘(Ajuo eauawy YLOoN)

wherez,. = (f/f")'/? is the “curvature scale” of the functigfy or “characteristic
scale” over which it changes. In the absence of any other information, one often
assumes;, = z (except nearr = 0 where some other estimate of the typiaal
scale should be used).

With the choice of equation (5.7.5), the fractional accuracy of the computed
derivative is

quieo
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(er e /1| ~ VEFUS I F) ~ g (5.7.9
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Here the last order-of-magnitude equality assumes fhat’, and f” all share
the same characteristic length scale, usually the case. One sees that the sim
finite-difference equation (5.7.1) gives best only the square root of the machine
accuracye,.

If you can afford two function evaluations for each derivative calculation, then
it is significantly better to use the symmetrized form
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182 Chapter 5.  Evaluation of Functions

In this case, by equation (5.7.2), the truncation errar;is- h%f"’. The roundoff
errore,. is about the same as before. The optimal choide tfy a short calculation
analogous to the one above, is how

AN
h~ (;///) ~ (Ef)l/gxc (5'7'&

and the fractional error is

(er+ee/[f'] ~ ()22 S~ (ep)?)? (5.7.9

which will typically be an order of magnitude (single precision) or two orders of
magnitude (double precisiohgtter than equation (5.7.6). We have arrived at Lesson
2: Choosé to bethe correct power ofe ¢ or €, times a characteristic scate.

You can easily derive the correct powers for other céled-or a function of
two dimensions, for example, and the mixed derivative formula

82f — [f(l’+h7y+h)—f(l'+h7y—h)]—[f(ilj—h,y-i-h)—f(l’—h,y—h)}
0xdy 4h?

(5.7.10
the correct scaling ig ~ e}“wc.

It is disappointing, certainly, that no simple finite-difference formula like
equation (5.7.1) or (5.7.7) gives an accuracy comparable to the machine accpracy
or even the lower accuracy to whighs evaluateds ;. Are there no better methods?

Yes, there are. All, however, involve exploration of the function’s behavior over 2
scales comparable tq., plus some assumption of smoothness, or analyticity, so that =
the high-order terms in a Taylor expansion like equation (5.7.2) have some meanings.
Such methods also involve multiple evaluations of the funcfipso their increased
accuracy must be weighed against increased cost.

The general idea of “Richardson’s deferred approach to the limit” is particularly
attractive. For numerical integrals, that idea leads to so-called Romberg integratio
(for review, se&4.3). For derivatives, one seeks to extrapolaté, te 0, the result
of finite-difference calculations with smaller and smaller finite valuek.oBy the
use of Neville’s algorithm§3.1), one uses each new finite-difference calculation to
produce both an extrapolation of higher order, and also extrapolations of previous
lower, orders but with smaller scalés Ridders[2] has given a nice implementation
of this idea; the following prograndfridr, is based on his algorithm, modified by
an improved termination criterion. Input to the routine is a funciiqoalledfunc),

a positionz, and alargest stepsizeh (more analogous to what we have called
above than to what we have callejl Output is the returned value of the derivative,
and an estimate of its errogrr.
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FUNCTION dfridr(func,x,h,err)

INTEGER NTAB

REAL dfridr,err,h,x,func,CON,CON2,BIG,SAFE

PARAMETER (CON=1.4,CON2=CON*CON,BIG=1.E30,NTAB=10,SAFE=2.)

EXTERNAL func

C USES func

Returns the derivative of a function func at a point x by Ridders’ method of polynomial
extrapolation. The value h is input as an estimated initial stepsize; it need not be small,
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5.7 Numerical Derivatives 183

but rather should be an increment in x over which func changes substantially. An estimate
of the error in the derivative is returned as err.
Parameters: Stepsize is decreased by CON at each iteration. Max size of tableau is set by
NTAB. Return when error is SAFE worse than the best so far.

INTEGER 1i,j

REAL errt,fac,hh,a(NTAB,NTAB)

if(h.eq.0.) pause ’h must be nonzero in dfridr’

hh=h
a(1,1)=(func (x+hh)-func (x-hh)) /(2. 0%hh) Z
err=BIG =
do 12 i=2,NTAB Successive columns in the Neville tableau will go to smaller %
hh=hh/CON stepsizes and higher orders of extrapolation. P
a(1,i)=(func(x+hh)-func(x-hh))/(2.0%hh) Try new, smaller stepsize. a
fac=CON2 E)
dou j=2,i Compute extrapolations of various orders, requiring no new =)
a(j,i)=(a(j-1,i)*fac-a(j-1,i-1))/(fac-1.) function evaluations. 2
fac=CON2#*fac =
errt=max(abs(a(j,i)-a(j-1,i)),abs(a(j,i)-a(j-1,i-1))) g
The error strategy is to compare each new extrapolation to one order lower, both at g
the present stepsize and the previous one. N]
if (errt.le.err) then If error is decreased, save the improved answer. IB‘
err=errt N
dfridr=a(j,1i) >
endif =]
enddo 11 ;
if(abs(a(i,i)-a(i-1,i-1)).ge.SAFExerr)return 3
If higher order is worse by a significant factor SAFE, then quit early. %
enddo 12 g
return 2
END =
o
»
2
In dfridr, the number of evaluations ¢finc is typically 6 to 12, but is allowed g
to be as great as>XAITAB. As a function of input, it is typical for the accuracy &
to getbetter ash is made larger, until a sudden point is reached where nonsensicalz.

J]]

extrapolation produces early return with a large error. You should therefore choos
a fairly large value foh, but monitor the returned valuerr, decreasing if it is

not small. For functions whose characteristiscale is of order unity, we typically
take h to be a few tenths.

Besides Ridders’ method, there are other possible techniques. If your function
is fairly smooth, and you know that you will want to evaluate its derivative many
times at arbitrary points in some interval, then it makes sense to construct
Chebyshev polynomial approximation to the function in that interval, and to evaluate
the derivative directly from the resulting Chebyshev coefficients. This method is
described in§§5.8-5.9, following.

Another technique applies when the function consists of data that is tabulate
at equally spaced intervals, and perhaps also noisy. One might then want, at ea
point, to least-squarefit a polynomial of some degre&/, using an additional
numbern, of points to the left and some numbey, of points to the right of each
desiredx value. The estimated derivative is then the derivative of the resulting
fitted polynomial. A very efficient way to do this construction is via Savitzky-Golay
smoothing filters, which will be discussed later, §h4.8. There we will give a
routine for getting filter coefficients that not only construct the fitting polynomial but,
in the accumulation of a single sum of data points times filter coefficients, evaluate
it as well. In fact, the routine giversavgol, has an argumenid that determines
which derivative of the fitted polynomial is evaluated. For the first derivative, the
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appropriate setting i¥d=1, and the value of the derivative is the accumulated sum

divided by the sampling intervalt.

CITED REFERENCES AND FURTHER READING:

Dennis, J.E., and Schnabel, R.B. 1983, Numerical Methods for Unconstrained Optimization and
Nonlinear Equations (Englewood Cliffs, NJ: Prentice-Hall), §§5.4-5.6. [1]

Ridders, C.J.F. 1982, Advances in Engineering Software, vol. 4, no. 2, pp. 75-76. [2]

5.8 Chebyshev Approximation

The Chebyshev polynomial of degreeis denoted?’,(z), and is given by

the explicit formula

T,.(z) = cos(n arccosr)

This may look trigonometric at first glance (and there is in fact a close relation
between the Chebyshev polynomials and the discrete Fourier transform); howeveg
(5.8.1) can be combined with trigonometric identities to yield explicit expressions

for T,(x) (see Figure 5.8.1),

Tot1(x) = 22T () — Th1 ()

(5.8.1

(5.8.2

n>1.

(There also exist inverse formulas for the powers:af terms of theT','s — see

equations 5.11.2-5.11.3.)

The Chebyshev polynomials are orthogonal in the intgrval 1] over a weight

(1 —22)~'/2, In particular,

'@, f°
/_1 o BT {”/ 2

™

The polynomiall’, (x) hasn zeros in the intervdl-1, 1], and they are located

at the points

i # ]
i=j#0 (5.8.3
i=j=0

,2,...,m (5.8.9
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184 Chapter 5.  Evaluation of Functions

appropriate setting is 1d=1, and the value of the derivative is the accumulated sum
divided by the sampling interval h.

CITED REFERENCES AND FURTHER READING:

Dennis, J.E., and Schnabel, R.B. 1983, Numerical Methods for Unconstrained Optimization and
Nonlinear Equations (Englewood Cliffs, NJ: Prentice-Hall), §§5.4-5.6. [1]

Ridders, C.J.F. 1982, Advances in Engineering Software, vol. 4, no. 2, pp. 75-76. [2]

5.8 Chebyshev Approximation

The Chebyshev polynomia of degree n is denoted 7', (z), and is given by
the explicit formula

T, (z) = cos(n arccos x) (5.8.1)

This may look trigonometric at first glance (and there is in fact a close relation
between the Chebyshev polynomials and the discrete Fourier transform); however
(5.8.1) can be combined with trigonometric identities to yield explicit expressions
for T),(x) (see Figure 5.8.1),

To(z) =1

Ti(z) ==

To(z) = 22% — 1

Ts(z) = 42° — 3z (5.8.2)
Ty(z) = 82 — 8% + 1

Tot1(x) = 22T (x) — Tho1(z) n> 1

(There also exist inverse formulas for the powers of = in terms of the T',,'s — see
equations 5.11.2-5.11.3))

The Chebyshev polynomialsare orthogonal in theinterval [—1, 1] over aweight
(1 —22)~'/2, In particular,

‘T, %, 177
llﬁdx: Z/2 zzjig (5.8.3)

The polynomia T, (x) hasn zerosin the interval [—1, 1], and they are located
at the points

-1
2 = cos (u) k=12 . .n (5.84)
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5.8 Chebyshev Approximation 185

Chebyshev polynomials

Figure 5.8.1. Chebyshev polynomials Ty (x) through Ts(x). Note that T; has j roots in the interval
(—1,1) and that all the polynomials are bounded between +1.

In this same interval there are n + 1 extrema (maximaand minima), located at
k

z = cos (”—) k=0,1,....n (5.8.5)
n

At al of the maxima T,,(x) = 1, while a al of the minima T, (z) = —1;
it is precisely this property that makes the Chebyshev polynomials so useful in
polynomial approximation of functions.

The Chebyshev polynomials satisfy a discrete orthogonality relation as well as
the continuous one (5.8.3): If z; (k = 1,...,m) are the m zeros of T,,,(z) given
by (5.84), and if i,j < m, then

m 0 i F ]
> T T (xx) = {m/2 i=j#0 (5.8.6)
k=1 m i=j=0

It is not too difficult to combine equations (5.8.1), (5.8.4), and (5.8.6) to prove
the following theorem: If f(x) isan arbitrary functionin theinterval [—1, 1], and if
N coefficients ¢j,j = 1,..., N, are defined by

D) N
cj =) flop)Tj-1(zx)
N; k 1 k

() (2

k=1
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186 Chapter 5.  Evaluation of Functions

then the approximation formula

N
1
f(z) ~ l; crTh_1 (I)] St (5.8.8)
is exact for = equd to al of the N zeros of T'n(z).

For afixed N, equation (5.8.8) is a polynomial in = which approximates the
function f(x) intheinterval [—1, 1] (whereall the zeros of T' () arelocated). Why
isthis particular approximating polynomial better than any other one, exact on some
other set of V points? The answer is not that (5.8.8) is necessarily more accurate
than some other approximating polynomial of the same order N (for some specified
definition of “accurate”), but rather that (5.8.8) can be truncated to a polynomial of
lower degreem < N inavery graceful way, onethat doesyield the “most accurate”
approximation of degree m (in a sense that can be made precise). Suppose N is
so large that (5.8.8) is virtually a perfect approximation of f(z). Now consider
the truncated approximation

flz) =~ [Z Cka—l(w)] - %q (5.8.9)
k=1

with the same ¢;’s, computed from (5.8.7). Since the T (x)’s are all bounded
between +1, the difference between (5.8.9) and (5.8.8) can be no larger than the
sum of the neglected ¢;’'s (k = m + 1,...,N). In fact, if the ¢;’s are rapidly
decreasing (which is the typical case), then the error is dominated by ¢, 17, (),
an oscillatory function with m + 1 egual extrema distributed smoothly over the
interval [—1, 1]. This smooth spreading out of the error is avery important property:
The Chebyshev approximation (5.8.9) is very nearly the same polynomial as that
holy grail of approximating polynomials the minimax polynomial, which (among all
polynomials of the same degree) has the smallest maximum deviation from the true
function f(x). The minimax polynomia is very difficult to find; the Chebyshev
approximating polynomial is almost identical and is very easy to compute!

So, given some (perhaps difficult) means of computing the function f(z), we
now need algorithms for implementing (5.8.7) and (after inspection of the resulting
¢'s and choice of atruncating value m) evaluating (5.8.9). The latter equation then
becomes an easy way of computing f(x) for al subsequent time.

Thefirst of these tasks is straightforward. A generalization of equation (5.8.7)
that is here implemented is to allow the range of approximation to be between two
arbitrary limitsa and b, instead of just —1 to 1. Thisiseffected by achangeof variable

z—1(b+a)
3(b—a)
and by the approximation of f(x) by a Chebyshev polynomial in y.

y (5.8.10)

SUBROUTINE chebft(a,b,c,n,func)

INTEGER n,NMAX

REAL a,b,c(n),func

DOUBLE PRECISION PI

EXTERNAL func

PARAMETER (NMAX=50, PI=3.141592653589793d0)
Chebyshev fit: Given a function func, lower and upper limits of the interval [a,b], and
a maximum degree n, this routine computes the n coefficients cj such that func(z) ~
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5.8 Chebyshev Approximation 187

[22:1 crTr—1(y)] — c1/2, where y and z are related by (5.8.10). This routine is to be
used with moderately large n (e.g., 30 or 50), the array of c¢'s subsequently to be truncated
at the smaller value m such that c,,11 and subsequent elements are negligible.
Parameters: Maximum expected value of n, and .

INTEGER j,k

REAL bma,bpa,fac,y,f(NMAX)

DOUBLE PRECISION sum

bma=0.5% (b-a)

bpa=0.5%(b+a)

dou k=1,n We evaluate the function at the n points required by (5.8.7).
y=cos (PI*(k-0.5d0)/n)
f (k) =func (y*bma+bpa)

enddo 11

fac=2./n

do1s j=1,n
sum=0.d0 We will accumulate the sum in double precision, a nicety that
do 12 k=1,n you can ignore.

sum=sum+£ (k) *cos ((PI*(j-1))*((k-0.5d0)/n))

enddo 12
c(j)=facxsum

enddo 13

return

END

(If you find that the executiontime of chebft isdominated by the cal culation of
N? cosines, rather than by the V evaluations of your function, then you should |ook
ahead to §12.3, especially equation 12.3.22, which shows how fast cosine transform
methods can be used to evaluate equation 5.8.7.)

Now that we have the Chebyshev coefficients, how do we evaluate the approxi-
mation? One could use the recurrence relation of equation (5.8.2) to generate values
for Ty (x) from Ty = 1,7y = «, while also accumulating the sum of (5.8.9). It
is better to use Clenshaw’s recurrence formula (§5.5), effecting the two processes
simultaneously. Applied to the Chebyshev series (5.8.9), the recurrenceis

dm+2 = dm+1 =0

dj =2zdj41 —dji2 + ¢ j=mym—1,...,2 (5.8.11)

1
f(ac) =dy = xdy — ds + 561

FUNCTION chebev(a,b,c,m,x)

INTEGER m

REAL chebev,a,b,x,c(m)
Chebyshev evaluation: All arguments are input. c(1:m) is an array of Chebyshev coeffi-
cients, the first m elements of ¢ output from chebft (which must have been called with
the same a and b). The Chebyshev polynomial Zﬁ‘:l crTi—1(y) — c1/2 is evaluated at a
point y = [x — (b + a)/2]/[(b — @)/2], and the result is returned as the function value.

INTEGER j

REAL d,dd,sv,y,y2

if ((x-a)*(x-b).gt.0.) pause ’x not in range in chebev’

d=0.

dd=0.

y=(2.*x-a-b)/(b-a) Change of variable.
y2=2.%y

do11 j=m,2,-1 Clenshaw's recurrence.

sv=d
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d=y2+d-dd+c(j)
dd=sv
enddo 11
chebev=y*d-dd+0.5%c (1) Last step is different.
return
END

If we are approximating an even function on the interval [—1, 1], its expansion
will involve only even Chebyshev polynomials. It is wasteful to call chebev with
all the odd coefficients zero [1]. Instead, using the half-angle identity for the cosine
in equation (5.8.1), we get the relation

Ton(z) = Tp(22% — 1) (5.8.12)

Thus we can evaluate a series of even Chebyshev polynomials by calling chebev
with the even coefficients stored consecutively in the array ¢, but with the argument
x replaced by 222 — 1.

An odd function will have an expansion involving only odd Chebyshev poly-
nomials. It is best to rewrite it as an expansion for the function f(z)/z, which
involves only even Chebyshev polynomials. This will give accurate values for
f(z)/x near x = 0. The coefficients ¢/, for f(x)/x can be found from those for
f(z) by recurrence:

g1 =0
(5.8.13)

/ _ / _
Cp_1 = 2Cp — Cpiqs n=NN-=-2,...

Equation (5.8.13) follows from the recurrence relation in equation (5.8.2).

If youinsist on evaluating an odd Chebyshev series, the efficient way isto once
again use chebev with x replaced by y = 222 — 1, and with the odd coefficients
stored consecutively in the array c. Now, however, you must also change the last
formula in equation (5.8.11) to be

f(z) = 2[(2y — 1)d2 — d5 + c1] (5.8.14)

and change the corresponding line in chebev.

CITED REFERENCES AND FURTHER READING:

Clenshaw, C.W. 1962, Mathematical Tables, vol. 5, National Physical Laboratory, (London: H.M.
Stationery Office). [1]

Goodwin, E.T. (ed.) 1961, Modern Computing Methods, 2nd ed. (New York: Philosophical Li-
brary), Chapter 8.

Dahlquist, G., and Bjorck, A. 1974, Numerical Methods (Englewood Cliffs, NJ: Prentice-Hall),
84.4.1, p. 104.

Johnson, L.W., and Riess, R.D. 1982, Numerical Analysis, 2nd ed. (Reading, MA: Addison-
Wesley), §6.5.2, p. 334.

Carnahan, B., Luther, H.A., and Wilkes, J.O. 1969, Applied Numerical Methods (New York:
Wiley), §1.10, p. 39.
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5.9 Derivatives or Integrals of a
Chebyshev-approximated Function

If you have obtained the Chebyshev coefficients that approximate a functionin
a certain range (e.g., from chebft in §5.8), then it is a simple matter to transform
them to Chebyshev coefficients corresponding to the derivative or integral of the
function. Having done this, you can evaluate the derivative or integral just as if it
were a function that you had Chebyshev-fitted ab initio.

The relevant formulas are these: If ¢;, i = 1,..., m are the coefficients that
approximateafunction f inequation (5.8.9), C; arethe coefficientsthat approximate
theindefiniteintegral of f, and ¢/ arethe coefficientsthat approximatethe derivative
of f, then

_ Ci—1— Ciyl ,
C; = S6o1) (1>1) (5.9.1)

1 =¢i 20— 1)g (t=m,m-—1,...,2) (5.9.2)

Equation (5.9.1) is augmented by an arbitrary choice of C'y, corresponding to an
arbitrary constant of integration. Equation (5.9.2), which is a recurrence, is started
withthevaluesc;,, = ¢;,,; = 0, corresponding to no information about the m + 1st
Chebyshev coefficient of the original function f.

Here are routines for implementing equations (5.9.1) and (5.9.2).

SUBROUTINE chder(a,b,c,cder,n)

INTEGER n

REAL a,b,c(n),cder(n)
Given a,b,c(1:n), as output from routine chebft §5.8, and given n, the desired degree
of approximation (length of ¢ to be used), this routine returns the array cder(1:n), the
Chebyshev coefficients of the derivative of the function whose coefficients are c(1:n).

INTEGER j

REAL con

cder(n)=0. n and n-1 are special cases.

cder (n-1)=2*(n-1) *c(n)

doun j=n-2,1,-1
cder (j)=cder (j+2)+2*j*c(j+1) Equation (5.9.2).

enddo 11

con=2./(b-a)

do12 j=1,n Normalize to the interval b-a.
cder (j)=cder (j)*con

enddo 12

return

END

SUBROUTINE chint(a,b,c,cint,n)

INTEGER n

REAL a,b,c(n),cint(n)
Given a,b,c(1:n), as output from routine chebft §5.8, and given n, the desired degree
of approximation (length of ¢ to be used), this routine returns the array cint(1:n), the
Chebyshev coefficients of the integral of the function whose coefficients are c. The constant
of integration is set so that the integral vanishes at a.

INTEGER j

REAL con,fac,sum
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5.9 Derivatives or Integrals of a
Chebyshev-approximated Function

If you have obtained the Chebyshev coefficients that approximate a functionin
a certain range (e.g., from chebft in §5.8), then it is a simple matter to transform
them to Chebyshev coefficients corresponding to the derivative or integral of the
function. Having done this, you can evaluate the derivative or integral just as if it
were a function that you had Chebyshev-fitted ab initio.

The relevant formulas are these: If ¢;, i = 1,..., m are the coefficients that
approximateafunction f inequation (5.8.9), C; arethe coefficientsthat approximate
theindefiniteintegral of f, and ¢ arethe coefficientsthat approximatethe derivative
of f, then

_ Ci—1— Ciyl ,
C; = S6o1) (1>1) (5.9.1)

1 =¢i 20— 1)g (t=m,m-—1,...,2) (5.9.2)

Equation (5.9.1) is augmented by an arbitrary choice of C'y, corresponding to an
arbitrary constant of integration. Equation (5.9.2), which is a recurrence, is started
withthevaluesc;,, = ¢;,,; = 0, corresponding to no information about the m + 1st
Chebyshev coefficient of the original function f.

Here are routines for implementing equations (5.9.1) and (5.9.2).

SUBROUTINE chder(a,b,c,cder,n)

INTEGER n

REAL a,b,c(n),cder(n)
Given a,b,c(1:n), as output from routine chebft §5.8, and given n, the desired degree
of approximation (length of ¢ to be used), this routine returns the array cder(1:n), the
Chebyshev coefficients of the derivative of the function whose coefficients are c(1:n).

INTEGER j

REAL con

cder(n)=0. n and n-1 are special cases.

cder (n-1)=2*(n-1) *c(n)

doun j=n-2,1,-1
cder (j)=cder (j+2)+2*j*c(j+1) Equation (5.9.2).

enddo 11

con=2./(b-a)

do12 j=1,n Normalize to the interval b-a.
cder (j)=cder (j)*con

enddo 12

return

END

SUBROUTINE chint(a,b,c,cint,n)

INTEGER n

REAL a,b,c(n),cint(n)
Given a,b,c(1:n), as output from routine chebft §5.8, and given n, the desired degree
of approximation (length of ¢ to be used), this routine returns the array cint(1:n), the
Chebyshev coefficients of the integral of the function whose coefficients are c. The constant
of integration is set so that the integral vanishes at a.

INTEGER j

REAL con,fac,sum
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190 Chapter 5.  Evaluation of Functions

con=0.25%(b-a) Factor that normalizes to the interval b-a.
sum=0. Accumulates the constant of integration.
fac=1. Will equal +1.
dou j=2,n-1
cint (j)=con*(c(j-1)-c(j+1))/(j-1) Equation (5.9.1).
sum=sum+fac*cint (j)
fac=-fac
enddo 11

cint(n)=con*c(n-1)/(n-1) Special case of (5.9.1) for n.
sum=sum+fac*cint (n)

cint (1)=2.*sum Set the constant of integration.
return

END

Clenshaw-Curtis Quadrature

Since a smooth function’s Chebyshev coefficients ¢; decrease rapidly, generally expo-
nentially, equation (5.9.1) is often quite efficient as the basis for a quadrature scheme. The
routines chebft and chint, used in that order, can be followed by repeated calls to chebev
if [ f(z)dz isrequired for many different values of  intherange a < z < b.

If only the single definite integral f: f(z)dx isrequired, then chint and chebev are
replaced by the simpler formula, derived from equation (5.9.1),

b 1 1 1 1
/a f(x)dz = (b—a) 561—563—E05—"'—m

Cok+1 —

(5.9.3)
where the ¢;’s are as returned by chebft. The series can be truncated when cj+1 becomes
negligible, and the first neglected term gives an error estimate.

This scheme is known as Clenshaw-Curtis quadrature[1]. It is often combined with an
adaptive choice of NV, the number of Chebyshev coefficients calculated via equation (5.8.7),
which is also the number of function evaluations of f(x). If a modest choice of N does
not give a sufficiently small cax41 in equation (5.9.3), then a larger value is tried. In this
adaptive case, it is even better to replace equation (5.8.7) by the so-called “trapezoidal” or
Gauss-Lobatto (§4.5) variant,

¢ = %go”f {Cos (%k)} cos (”(JN;W‘:) j=1,...,N (5.9.4)

where (N.B.!) the two primes signify that the first and last terms in the sum are to be
multiplied by 1/2. If N is doubled in equation (5.9.4), then half of the new function
evauation points areidentical to the old ones, allowing the previous function evaluations to be
reused. This feature, plus the analytic weights and abscissas (cosine functions in 5.9.4), give
Clenshaw-Curtis quadrature an edge over high-order adaptive Gaussian quadrature (cf. §4.5),
which the method otherwise resembles.

If your problem forcesyou to large values of IV, you should be aware that equation (5.9.4)
can be evaluated rapidly, and simultaneously for all the values of j, by afast cosine transform.
(See §12.3, especialy equation 12.3.17.) (We already remarked that the nontrapezoidal form
(5.8.7) can also be done by fast cosine methods, cf. equation 12.3.22.)

CITED REFERENCES AND FURTHER READING:

Goodwin, E.T. (ed.) 1961, Modern Computing Methods, 2nd ed. (New York: Philosophical Li-
brary), pp. 78-79.

Clenshaw, C.W., and Curtis, A.R. 1960, Numerische Mathematik, vol. 2, pp. 197-205. [1]

‘(eauBWY YUON apisino) B1o abpugqued@AIasisnoloalip 0] [lewd puas Jo ‘(Ajuo eauawy YUON) £2¥/-2/8-008-T |[ed J0 Wod Ju mmm//:dny

81ISgaM NISIA ‘SINOHAD 10 s¥00q sadioay [edlswny 18pio o] ‘pangiyold Apois si ‘1eIindwod 1aaias Aue o1 (suo siyy Buipnjoul) saji a|jqepeal
-auiyoew Jo BuiAdoo Aue Jo ‘uononpolidal Jayund asn feuosiad umo Jiay) Joy Adod Jaded suo axew 0] s1asn 1oulalul o) pajuelB si uoissiwiad

‘aremyos sadioay [eauswnN Aq z66T-986T (D) WbuAdoD sweiboid 'ssald Ausianiun abpugwe)d Aq z66T-986T (D) WbuLAdoD
(X-¥90€¥-T2S-0 NESI) ONILNINOD DIHILNIIOS 40 L8V IHL 22 NVHLHOd NI S3dI03Y TvOI4INNN woly obed sjdwes



5.10 Polynomial Approximation from Chebyshev Coefficients 191

5.10 Polynomial Approximation from
Chebyshev Coefficients

You may well ask after reading the preceding two sections, “Must | store and
evaluate my Chebyshev approximation as an array of Chebyshev coefficients for a
transformed variable y? Can't | convert the ¢;’s into actual polynomial coefficients
in the original variable = and have an approximation of the following form?”

f(z) ~ Zm: grat! (5.10.1)
k=1

Yes, you can do this (and we will give you the algorithm to do it), but we
caution you against it: Evaluating equation (5.10.1), where the coefficient ¢’s reflect
an underlying Chebyshev approximation, usually requires more significant figures
than evaluation of the Chebyshev sum directly (as by chebev). This is because
the Chebyshev polynomials themselves exhibit a rather delicate cancellation: The
leading coefficient of T,,(z), for example, is 27~ *; other coefficients of T,,(z) are
even bigger; yet they all manage to combineinto a polynomial that lies between +1.
Only when m is no larger than 7 or 8 should you contemplate writing a Chebyshev
fit as adirect polynomial, and even in those cases you should be willing to tolerate
two or so significant figures less accuracy than the roundoff limit of your machine.

You get the g's in equation (5.10.1) from the ¢’s output from chebft (suitably
truncated at amodest value of m) by callingin sequencethefoll owing two procedures:

SUBROUTINE chebpc(c,d,n)
INTEGER n,NMAX
REAL c(n),d(n)
PARAMETER (NMAX=50) Maximum anticipated value of n.
Chebyshev polynomial coefficients. Given a coefficient array c (1:n) of length n, this routine
generates a coefficient array d(1:n) such that 22:1 dpyh—1t = 22:1 crTk—_1(y)—c1/2.
The method is Clenshaw's recurrence (5.8.11), but now applied algebraically rather than
arithmetically.
INTEGER j,k
REAL sv,dd(NMAX)
dou j=1,n
d(j)=0.
dd(j)=0.
enddo 11
d(1)=c()
do 13 j=n-1,2,-1
do 12 k=n-j+1,2,-1
sv=d(k)
d(k)=2.*d(k-1)-dd (k)
dd(k)=sv

enddo 12

sv=d (1)

d(1)=-dd(1)+c(j)

dd(1)=sv

enddo 13

do 14 j=n,2,-1
d(j)=d(j-1)-dd (3>

enddo 14

d(1)=-dd(1)+0.5%c(1)

return

END
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5.10 Polynomial Approximation from
Chebyshev Coefficients

You may well ask after reading the preceding two sections, “Must | store and
evaluate my Chebyshev approximation as an array of Chebyshev coefficients for
transformed variablg? Can't | convert the:;’s into actual polynomial coefficients
in the original variabler and have an approximation of the following form?”
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Yes, you can do this (and we will give you the algorithm to do it), but we
caution you against it: Evaluating equation (5.10.1), where the coeffigieraflect
an underlying Chebyshev approximation, usually requires more significant figures
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two or so significant figures less accuracy than the roundoff limit of your machine.
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SUBROUTINE chebpc(c,d,n)
INTEGER n,NMAX
REAL c(n),d(n)
PARAMETER (NMAX=50) Maximum anticipated value of n.
Chebyshev polynomial coefficients. Given a coefficient array c (1:n) of length n, this routine
generates a coefficient array d(1:n) such that 22:1 dpyh—1t = 22:1 crTk—_1(y)—c1/2.
The method is Clenshaw's recurrence (5.8.11), but now applied algebraically rather than
arithmetically.
INTEGER j,k
REAL sv,dd(NMAX)
dou j=1,n
d(j)=0.
dd(j)=0.
enddo 11
d(1)=c()
do13 j=n-1,2,-1
do 12 k=n-j+1,2,-1
sv=d(k)
d(k)=2.*d(k-1)-dd (k)
dd(k)=sv

enddo 12

sv=d (1)

d(1)=-dd(1)+c(j)

dd(1)=sv

enddo 13

do14 j=n,2,-1
d(j)=d(j-1)-dd (3>

enddo 14

d(1)=-dd(1)+0.5%c(1)

return

END
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192 Chapter 5.  Evaluation of Functions

SUBROUTINE pcshft(a,b,d,n)

INTEGER n

REAL a,b,d(n)
Polynomial coefficient shift. Given a coefficient array d(1:n), this routine generates a
coefficient array g(1:n) such that 22:1 dpyk—1 = 22:1 gLz =1, where z and y are
related by (5.8.10), i.e., the interval —1 < y < 1 is mapped to the interval a < = < b.
The array g is returned in d.

INTEGER j,k

REAL const,fac

const=2./(b-a)

fac=const

do11 j=2,n First we rescale by the factor const...
d(j)=d(j)*fac
fac=fac*const

enddo 11

const=0.5*(a+b) ...which is then redefined as the desired shift.

do13 j=1,n-1 We accomplish the shift by synthetic division. Synthetic
do 12 k=n-1,j,-1 division is a miracle of high-school algebra. If you

d(k)=d(k)-const*d(k+1) never learned it, go do so. You won't be sorry.

enddo 12

enddo 13

return

END

CITED REFERENCES AND FURTHER READING:

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), pp. 59, 182—183 [synthetic division].

5.11 Economization of Power Series

One particular application of Chebyshev methods gdumomization of power series, is
an occasionally useful technique, with a flavor of getting something for nothing.

Suppose that you are already computing a function by the use of a convergent pow:

series, for example

f(x)zl——.+—‘——:+~~ (5.11.1

(This function is actuallysin(y/z)/+/z, but pretend you don't know that.) You might be

doing a problem that requires evaluating the series many times in some particular interval, s
[0, (27)?]. Everything is fine, except that the series requires a large number of terms befo
its error (approximated by the first neglected term, say) is tolerable. In our example, with
x = (2n)?, the first term smaller thah0~" is z'®/(27!). This then approximates the error

of the finite series whose last term:s?/(25!).
Notice that because of the large exponent:i, the error ismuch smaller than10~7

everywhere in the interval except at the very largest valueas @his is the feature that allows
“economization”: if we are willing to let the error elsewhere in the interval rise to about the

r
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same value that the first neglected term has at the extreme end of the interval, then we can

replace the 13-term series by one that is significantly shorter.
Here are the steps for doing so:
1. Change variables from to y, as in equation (5.8.10), to map theinterval into
-1 <y <1

2. Find the coefficients of the Chebyshev sum (like equation 5.8.8) that exactly equals your

truncated power series (the one with enough terms for accuracy).
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SUBROUTINE pcshft(a,b,d,n)

INTEGER n

REAL a,b,d(n)
Polynomial coefficient shift. Given a coefficient array d(1:n), this routine generates a
coefficient array g(1:n) such that 22:1 dpyk—1 = 22:1 gLz =1, where z and y are
related by (5.8.10), i.e., the interval —1 < y < 1 is mapped to the interval a < = < b.
The array g is returned in d.

INTEGER j,k

REAL const,fac

const=2./(b-a)

fac=const

dou j=2,n First we rescale by the factor const...
d(j)=d(j)*fac
fac=fac*const

enddo 11

const=0.5*(a+b) ...which is then redefined as the desired shift.

do 13 j=1,n-1 We accomplish the shift by synthetic division. Synthetic
do 12 k=n-1,j,-1 division is a miracle of high-school algebra. If you

d(k)=d(k)-const*d(k+1) never learned it, go do so. You won't be sorry.

enddo 12

enddo 13

return

END

CITED REFERENCES AND FURTHER READING:

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), pp. 59, 182—183 [synthetic division].

5.11 Economization of Power Series

One particular application of Chebyshev methods, the economization of power series, is
an occasionally useful technique, with a flavor of getting something for nothing.

Suppose that you are already computing a function by the use of a convergent power
series, for example

f(x)zl——.+—‘——:+~~ (5111)

(This function is actually sin(y/z)/+/z, but pretend you don’'t know that.) You might be
doing a problem that requires evaluating the series many timesin some particular interval, say
[0, (2)?]. Everything is fine, except that the series requires a large number of terms before
its error (approximated by the first neglected term, say) is tolerable. In our example, with
x = (2n)?, the first term smaler than 107 is 3 /(27!). This then approximates the error
of the finite series whose last term is 22 /(25!).

Notice that because of the large exponent in z*3, the error is much smaller than 10~7
everywhere intheinterval except at the very largest values of . Thisisthe feature that allows
“economization”: if we are willing to let the error elsewhere in the interval rise to about the
same value that the first neglected term has at the extreme end of the interval, then we can
replace the 13-term series by one that is significantly shorter.

Here are the steps for doing so:

1. Change variables from x to y, as in equation (5.8.10), to map the x interval into

-1<y< 1

2. Find the coefficients of the Chebyshev sum (like equation 5.8.8) that exactly equals your
truncated power series (the one with enough terms for accuracy).
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3. Truncate this Chebyshev seriesto asmaller number of terms, using the coefficient of the
first neglected Chebyshev polynomial as an estimate of the error.

4. Convert back to a polynomial in y.

5. Change variables back to x.

All of these steps can be done numerically, given the coefficients of the original power
series expansion. The first step is exactly the inverse of the routine pcshft (§5.10), which
mapped a polynomial from y (in the interval [—1, 1]) to z (in the interval [a, b]). But since
equation (5.8.10) is a linear relation between = and y, one can aso use pcshft for the
inverse. The inverse of

pcshft(a,b,d,n)

turns out to be (you can check this)

(—Q—b—a 2—b—a )
pcshft ,d,n

b—a ~ b—a

The second step requires the inverse operation to that done by the routine chebpc (which
took Chebyshev coefficients into polynomial coefficients). The following routine, pccheb,
accomplishes this, using the formulal[1]

X 1 k k
a* = 57 |Te(@) + <1> Ty _o(z) + (2> Tr a(z) +--- (5.11.2)
where the last term depends on whether & is even or odd,
k T k odd L(k T k 5.11.3

SUBROUTINE pccheb(d,c,n)

INTEGER n

REAL c(n),d(n)
Inverse of routine chebpc: given an array of polynomial coefficients d(1:n), returns an
equivalent array of Chebyshev coefficients c(1:n).

INTEGER j,jm,jp.k

REAL fac,pow

pow=1. Will be powers of 2.
c(1)=2.*d(1)
do 12 k=2,n Loop over orders of = in the polynomial.
c(k)=0. Zero corresponding order of Chebyshev.
fac=d(k)/pow
jm=k-1
jp=1
dou j=k,1,-2 Increment this and lower orders of Chebyshev with the com-
c(j)=c(j)+fac binatorial coefficent times d(k); see text for formula.
fac=fac*float(jm)/float (jp)
jm=jm-1
jp=jpt1
enddo 11
pow=2.*pow
enddo 12
return
END

The fourth and fifth steps are accomplished by the routines chebpc and pcshft,
respectively. Here is how the procedure looks al together:
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INTEGER NMANY,NFEW

REAL e(NMANY),d(NFEW),c(NMANY),a,b
Economize NMANY power series coefficients e (1:NMANY) in the range (a,b) into NFEW
coefficients d(1:NFEW).

call pcshft((-2.-b-a)/(b-a),(2.-b-a)/(b-a),e,NMANY)

call pccheb(e,c,NMANY)

Here one would normally examine the Chebyshev coefficients c(1:NMANY) to decide how
small NFEW can be.

call chebpc(c,d,NFEW)

call pcshft(a,b,d,NFEW)

In our example, by the way, the 8th through 10th Chebyshev coefficients turn out to
be on the order of —7 x 1075, 3 x 1077, and —9 x 10~2, so reasonable truncations (for
single precision calculations) are somewhere in this range, yielding a polynomia with 8 —
10 terms instead of the original 13.

Replacing a 13-term polynomial with a (say) 10-term polynomial without any loss of
accuracy — that does seem to be getting something for nothing. |s there some magic in
this technique? Not really. The 13-term polynomial defined a function f(x). Equivalent to
economizing the series, we could instead have evaluated f(x) at enough points to construct
its Chebyshev approximation in the interval of interest, by the methods of §5.8. We would
have obtained just the same lower-order polynomial. The principal lesson is that the rate
of convergence of Chebyshev coefficients has nothing to do with the rate of convergence of
power series coefficients; and it is the former that dictates the number of terms needed in a
polynomial approximation. A function might have a divergent power series in some region
of interest, but if the function itself is well-behaved, it will have perfectly good polynomial
approximations. These can be found by the methods of §5.8, but not by economization of
series. There is dightly less to economization of series than meets the eye.

CITED REFERENCES AND FURTHER READING:

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), Chapter 12.

Arfken, G. 1970, Mathematical Methods for Physicists, 2nd ed. (New York: Academic Press),
p. 631. [1]

5.12 Padé Approximants

A Padeé approximant, so called, is that rational function (of a specified order) whose
power series expansion agrees with a given power series to the highest possible order. If
the rational function is

M
k
Z arx
R(z)= " (5.12.1)
1+ Z bk:ck
k=1

then R(z) is said to be a Padé approximant to the series
fl@) =) epa” (5.12.2)
k=0

R(0) = £(0) (5.12.3)
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INTEGER NMANY,NFEW

REAL e(NMANY),d(NFEW),c(NMANY),a,b
Economize NMANY power series coefficients e (1:NMANY) in the range (a,b) into NFEW
coefficients d(1:NFEW).

call pcshft((-2.-b-a)/(b-a),(2.-b-a)/(b-a),e,NMANY)

call pccheb(e,c,NMANY)

Here one would normally examine the Chebyshev coefficients c(1:NMANY) to decide how
small NFEW can be.

call chebpc(c,d,NFEW)

call pcshft(a,b,d,NFEW)

In our example, by the way, the 8th through 10th Chebyshev coefficients turn out to
be on the order of —7 x 1075, 3 x 1077, and —9 x 10~2, so reasonable truncations (for
single precision calculations) are somewhere in this range, yielding a polynomia with 8 —
10 terms instead of the original 13.

Replacing a 13-term polynomial with a (say) 10-term polynomial without any loss of
accuracy — that does seem to be getting something for nothing. |s there some magic in
this technique? Not really. The 13-term polynomial defined a function f(x). Equivalent to
economizing the series, we could instead have evaluated f(x) at enough points to construct
its Chebyshev approximation in the interval of interest, by the methods of §5.8. We would
have obtained just the same lower-order polynomial. The principal lesson is that the rate
of convergence of Chebyshev coefficients has nothing to do with the rate of convergence of
power series coefficients; and it is the former that dictates the number of terms needed in a
polynomial approximation. A function might have a divergent power series in some region
of interest, but if the function itself is well-behaved, it will have perfectly good polynomial
approximations. These can be found by the methods of §5.8, but not by economization of
series. There is dightly less to economization of series than meets the eye.

CITED REFERENCES AND FURTHER READING:

Acton, ES. 1970, Numerical Methods That Work; 1990, corrected edition (Washington: Mathe-
matical Association of America), Chapter 12.

Arfken, G. 1970, Mathematical Methods for Physicists, 2nd ed. (New York: Academic Press),
p. 631. [1]

5.12 Padé Approximants

A Padeé approximant, so called, is that rational function (of a specified order) whose
power series expansion agrees with a given power series to the highest possible order. If
the rational function is

M
k
Z arx
R(z)= " (5.12.1)
1+ Z bk:ck
k=1

then R(z) is said to be a Padé approximant to the series
fl@) =) epa” (5.12.2)
k=0

R(0) = £(0) (5.12.3)
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and also

d* d*
wR(z)L:O = wf(x)

Equations (5.12.3) and (5.12.4) furnish M + N + 1 equations for the unknowns ao, . . ., anms
and b1,...,bn. The easiest way to see what these equations are is to equate (5.12.1) and
(5.12.2), multiply both by the denominator of equation (5.12.1), and equate al powers of
x that have either o’s or b’s in their coefficients. If we consider only the specia case of
a diagonal rational approximation, M = N (cf. §3.2), then we have ap = c¢o, with the
remaining a's and b's satisfying

., k=12..,M+N (5.12.4)

=0

N
> bmen-mik=—cnik,  k=1,..,N (5.12.5)
m=1
k
> bmck—m = ax, k=1,....,N (5.12.6)
m=0

(note, in equation 5.12.1, that by = 1). To solve these, start with equations (5.12.5), which
are a set of linear equations for all the unknown b’'s. Although the set is in the form of a
Toeplitz matrix (compare equation 2.8.8), experience shows that the equations are frequently
close to singular, so that one should not solve them by the methods of §2.8, but rather by
full LU decomposition. Additionaly, it is a good idea to refine the solution by iterative
improvement (routine mprove in §2.5) [1].

Oncethebd’sare known, then equation (5.12.6) gives an explicit formulafor the unknown
a's, completing the solution.

Padé approximants are typically used when there is some unknown underlying function
f(x). We suppose that you are able somehow to compute, perhaps by laborious analytic
expansions, the values of f(x) and a few of its derivatives at = = 0: f(0), f'(0), f”(0),
and so on. These are of course the first few coefficients in the power series expansion of
f(x); but they are not necessarily getting small, and you have no idea where (or whether)
the power series is convergent.

By contrast with techniques like Chebyshev approximation (§5.8) or economization
of power series (§5.11) that only condense the information that you already know about a
function, Padé approximants can give you genuinely new information about your function’s
values. It is sometimes quite mysterious how well this can work. (Like other mysteries in
mathematics, it relates to analyticity.) An example will illustrate.

Imagine that, by extraordinary labors, you have ground out the first five terms in the
power series expansion of an unknown function f(x),

- 1 1 5 49 5 175 4

J@ 2+ get g0~ g rar®

(It is not really necessary that you know the coefficients in exact rational form — numerical

values are just as good. We here write them as rationals to give you the impression that

they derive from some side analytic calculation.) Equation (5.12.7) is plotted as the curve

labeled “power series” in Figure 5.12.1. One sees that for = < 4 it is dominated by its
largest, quartic, term.

We now take the five coefficients in equation (5.12.7) and run them through the routine
pade listed below. It returnsfiverational coefficients, threea’sand two b's, for usein equation
(5.12.1) with M = N = 2. The curvein thefigure labeled “Padé&” plots the resulting rational
function. Note that both solid curves derive from the same five original coefficient values.

To evaluate the results, we need Deus ex machina (a useful fellow, when he is available)
to tell us that equation (5.12.7) isin fact the power series expansion of the function

flx) =7+ (1 +x)*%/3 (5.12.8)

which is plotted as the dotted curve in the figure. Thisfunction hasabranch point at x = —1,
So its power series is convergent only in the range —1 < = < 1. In most of the range
shown in the figure, the series is divergent, and the value of its truncation to five terms is

+o (5.12.7)
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07711 L AL N I —
8l f(x) = [7+ (L + X)¥3] U3 ]
61— power series (5 terms) —_ ]

2 L
4 , .
Padé (5 coefficients)
2
0 I R R R R S S A B R R A N R R
0 2 4 6 8 10

Figure 5.12.1. The five-term power series expansion and the derived five-coefficient Pagk approximant
for a sample function f(x). The full power series converges only for < 1. Note that the Pack
approximant maintains accuracy far outside the radius of convergence of the series.

rather meaningless. Nevertheless, those five terms, converted to a Padé approximant, give a
remarkably good representation of the function up to at least « ~ 10.

Why does this work? Are there not other functions with the same first five terms in
their power series, but completely different behavior in the range (say) 2 < = < 10? Indeed
there are. Padé approximation has the uncanny knack of picking the function you had in
mind from among al the possibilities. Except when it doesn’'t! That is the downside of
Padé approximation: it is uncontrolled. There is, in general, no way to tell how accur