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Chapter 1. Introduction

This chapter contains descriptions of some of the terms used in a DBRC environment. It also describes briefly the sample application used for creating most of the examples shown in this document.

1.1 Elements of DBRC

DBRC uses three types of data sets:

- The VSAM Recovery Control (RECON) data set:
  It contains the information that DBRC uses to control the recovery of IMS database data sets (DBDS).
- The Data Set Log (DSLOG):
  It contains the change records and the permanent I/O errors for an individual DBDS. This type of data set will not be supported by future releases of IMS.
- A partitioned data set (PDS):
  It contains skeletal job control language (JCL) used by DBRC to generate JCL (GENJCL function).

The RECON data set holds information about recovery-related events and data sets used by the IMS recovery utilities.

The generic term Recovery Utilities refers to the following IMS utilities:

- Database Image Copy
- Change Accumulation
- Online Database Image Copy
- Batch Backout
- Database Recovery
- Log Archive
- Log Recovery
- Data Set Log (DSLOG)

1.2 DBRC Environments

DBRC is automatically included with IMS, but the user can choose the level of control that DBRC must provide. Three possible DBRC environments can be set up:

- Log Control
- Recovery Control
- Share Control

1.2.1 Log Control

The log control environment is used to allow DBRC to control IMS logging. With log control, the user is not obliged to register the databases.
Log control is required for an IMS online system. In a batch system, log control is optional.

**Note:** Because the log control environment is very simple and a subset of the others, this document deals only with the other two types of control.

### 1.2.2 Recovery Control

The recovery control environment records information about data sets related to recovery of the databases. Recovery control includes all the functions of log control. The GENJCL function for creating recovery related JCL is available. The authorization process, for protecting the databases from external use, is not enforced.

### 1.2.3 Share Control

The share control environment is the full DBRC environment. Log control and recovery control are included in this environment. Authorization access is implemented with share control. This kind of environment is mandatory when using data sharing of any type.

**Important:** The recovery control environment does not protect the databases from use outside of DBRC control. Therefore it is highly recommended that share control be used.

Even if the user has no plans to use data sharing, it is still worthwhile to choose this type of DBRC environment. As long as no data sharing is required, use share control and register all databases with a share level of 0 (no sharing).

### 1.3 Definition of Terms

This section contains the most common terms used throughout this document and in other manuals about DBRC. If more details are required, use the appropriate reference manuals.

#### 1.3.1 Database Authorization

A DBRC sharing environment introduces a new concept of database authorization. This process determines if a subsystem (IMS online, CICS/OS, or IMS batch) can have access to the requested databases. DBRC authorizes or refuses to authorize the databases, depending on the current authorizations and the access intent of the subsystem.

#### 1.3.2 Access Intent

Access intent is determined by DBRC when a subsystem tries to allocate a database:

- For a batch job, DBRC uses the processing option (PROCOPT) of the PSB for each database to determine the access intent. If the SB has multiple PCBs for the same database, the highest intent for that database is used.
- For an IMS DC on-line system, the ACCESS parameter of the DATABASE macro sets the access intent.
- For a CICS system, the ACCESS parameter of the DFHDLDDBD macro sets the access intent.
There are four processing intent attributes. They are listed below in reverse order, from the highest access intent (the most restrictive), to the lowest (the least restrictive):

1. **Exclusive (EX)**
   The subsystem requires exclusive access of the database and no sharing is allowed, regardless of the share options registered in DBRC.
   - PROCOPT of L or xE (batch) (where x = A,D,G,I,R)
   - ACCESS of Ex (online)

2. **Update (UP)**
   The subsystem may update the database. Even if no updates actually take place, the database is held in update mode. Any logs created with actual changes during this process are required for recovery or change accumulation.
   - PROCOPT of A,I,R,D (batch)
   - ACCESS of UP on-line

3. **Read with Integrity (RD)**
   The subsystem only reads the database, but it also checks any enqueue or lock held by other subsystems. It waits for the lock to be released before proceeding.
   - PROCOPT of G (batch)
   - ACCESS of RD (online)

4. **Read without Integrity (RO)**
   The subsystem only reads the database and it does not check any lock or enqueue held by other subsystems.
   - PROCOPT of GO (batch)
   - ACCESS of GO (online)

### 1.3.3 Database Groups
DBRC can group databases into logical groups to control the backup and recovery of these databases. This ensures integrity between them. These could be logically related databases, or databases which are kept in line by programming. This typically includes a database and all of its indices (primary and secondary). A single GENJCL command can be used to create a multiple step job or multiple jobs to back up or recover all the databases in that group.

### 1.3.4 Database Registration
A database can take part in a sharing environment only if it is registered with DBRC.

Should the installation have multiple systems, each with a unique set of RECONs, then a database should be registered to only one set of RECONs.

### 1.3.5 Concurrent Database Update
Program Isolation (PI) of IMS or IMS Resource Lock Manager (IRLM) allow different dependent regions to concurrently update the same databases.
The mechanism used to control this concurrent update is called:

- **Enqueue/Dequeue** when the manager is PI
- **Locking** when the manager is IRLM

### 1.3.6 Program Isolation and Enqueue

The protocol of enqueueing segments with PI depends on the segment type involved.

- **Root Level**
  
  A complete database record (a root segment and all its dependents) is enqueued when:
  
  - A PSB is currently positioned on the root of the database record.
  - An update to the root has taken place.

  This means that a PCB from another program is prevented from accessing that database record while it is enqueued.

- **Dependent Segment Level**
  
  When a program updates a dependent segment, only the segment and not the entire database record is enqueued until sync point.

### 1.3.7 Locking Performance Improvements

With IMS Version 2, enhancements have been made to the locking protocol when IRLM is used. For further details, refer to IMSVS/ Version 2 Installation Notebook under the topics:

- Data Sharing Availability Enhancements
- Locking and Data Sharing Performance Improvements

### 1.3.8 Locking Segments Using IRLM

With IMS Version 2, the mechanism of locking segments, when IRLM is used as a lock manager, has been changed. After these changes, when a program updates a dependent segment, all the database record is locked, because the root is held at the single update level.

This change improves performance. Concurrency may have been reduced because no other program can access the database record until the program which performed the update commits the changes.

### 1.3.9 “Q” Command Code Processing

The “Q” command code can also be used in DL/I calls to lock segments. It is used by a program to ensure that no other program modifies a segment while the first program moves its position to other database records. The segments locked by the “Q” command code are not freed (regardless of whether the update has occurred or not) until:

- An explicit DEQ call with the same class is issued.
- A commit point is reached.
- The program terminates normally.
1.3.10 **PROCOPT=GO**

In an online environment it is critical that the enqueue (or locking) be freed as quickly as possible. If online transactions are not waiting for enqueue (or locking) to be released, the transaction response time is not necessarily increased.

PROCOPT=GO (get only) means that database enqueue (or locking) is not occurring. If a program uses the GO option against a database that is updated by another program, status codes may be returned and the program should handle those error situations.

GO options should be used only if all programs accessing the database are read only.

1.3.11 **When Database Segments Are Released**

If no updates occurred, the database record is released when the PCB moves to another database record.

If updates have occurred, the changed segments are released only when a commit point is reached.

1.3.12 **Commit Points**

A commit point is the point at which data input/output queues are committed. Since then, these changes are definitive and no automatic blackout can be performed. Commit points occur at the following times:

- Checkpoint call.
- Transaction/Program completion.
- SYNC point. A GU is issued on the IO PCB for a transaction defined as single mode processing (SNGL) in the IMS generation.

1.4 **Data Sharing**

DBRC data sharing facilities allow application programs, running in different subsystems, to concurrently process the same IMS databases.

There are two possible types of database sharing:

- Database level sharing
- Block level sharing

1.4.1 **Database Level Sharing**

Database level sharing is an environment where multiple subsystems can concurrently access IMS databases. In this environment the following cases can exist:

- One of the subsystems can have update access (UP), while others can have read access (RO).
- Many subsystems can have read access (RD or RO) when no other subsystem has update access.
The subsystems may be on the same MVS system or on another MVS system. The access authorization is based on access intent. The database integrity is ensured by DBRC (a prerequisite).

1.4.2 Block Level Sharing

Block level sharing is the sharing environment where more than two subsystems may have update access to the same database. The locking manager must be the IRLM. For this kind of sharing environment, the access is controlled at block or CI Level rather than at a database level.

1.5 Description of the Sample Application

A sample application has been created to provide “real” examples for this bulletin. All examples have been run on an IMS 2.2 system. To better understand the examples, a description of the sample application follows.

1.5.1 Databases

The sample application consists of:

- Five physical databases
- Two logical databases
- Two application programs which run in online and batch mode

From an application point of view, the databases are used to manage a system consisting of:

- Courses
- Class room locations
- Students enrolled in courses
- Instructors to teach each course
- Course prerequisites

The database structure consists of two physical HIDAM databases logically related and one secondary index database.

<table>
<thead>
<tr>
<th>DBDNAME</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBGAMAP</td>
<td>HIDAM database for student information, logically related to DBGAMBP</td>
</tr>
<tr>
<td>DBGAMAX</td>
<td>Primary index to DBGAMAP database</td>
</tr>
<tr>
<td>DBGAMBP</td>
<td>HIDAM database to course information, logically related to DBGAMAP</td>
</tr>
<tr>
<td>DBGAMBX</td>
<td>Primary index database to DBGAMBP</td>
</tr>
<tr>
<td>DBGAMBY</td>
<td>Secondary index database to DBGAMBP</td>
</tr>
<tr>
<td>DBGAMEL</td>
<td>Logical database with the root segment of DBGAMAP as the root segment</td>
</tr>
<tr>
<td>DBGAMFL</td>
<td>Logical database with the root segment of DBGAMBP as the root segment</td>
</tr>
</tbody>
</table>
1.5.2 Log Data Sets

When running in batch mode, DASD logging is used in the sample application. Single logging has been chosen and no archiving or manipulation of the log data sets is done, dynamic blackout is also invoked when DL/I failures occur. If required, the programs can be restarted from a given checkpoint.

For most of the tests, IRLM was not used unless specifically stated.

The IMS online system has the following characteristics:

- Dual Online Data Set (OLDS) logging
- Archives to SLDS and RLDS on DASD every time an OLDS switches
- Dynamic allocation of RECONs and databases
- RECON status of SHARE CONTROL used unless specifically stated otherwise

1.5.3 Database Registration

Each database in the sample is registered to only one DBDGRP. One group is used (DBGGRP1).

All GENJCL functions are issued using the DBDGRP rather than any individual database.

One change accumulation group is used for all the databases (DBGCA).

The registration information is sometimes changed in order to create a specific situation.
Chapter 2. RECON Data Set

The RECON data set is the most important data set for the operation of DBRC and data sharing. The RECON data set holds all resource information and event tracking information used. See Figure 1 below.

Figure 1. The RECON Data Set

Note: For more details about the record types found in the RECON data set, see Chapter 4, “RECON Record Types” on page 43.

2.1 Number of RECON Data Sets

The RECON data set can consist of one, two, or three data sets:
1. The original data set
2. The copy of the original data set
3. The spare data set

Important: The best solution, from an availability point of view, is to use all three data sets. This is strongly recommended. Using three data sets for the RECON causes DBRC to use them in the following way:

- The first data set is known as copy1. It contains the current information.
  DBRC always reads from this data set, and when some change has to be applied, the change is written database first to this data set.
• The second data set is known as copy2. It contains the same information as the copy1 data set. All changes to the RECON data sets are applied to this copy2 only after the copy1 has been updated.

• The third data set (the spare) is used in the following cases:
  • A physical I/O error occurs on either copy1 or copy2.
  • DBRC finds, when logically opening the copy1 RECON data set, that a spare RECON has become available, and that no copy2 RECON data set is currently in use.
  • The following command is executed:

\[
\text{CHANGE.RECON REPLACE (RECONn)}
\]

When the third RECON data set is used, the remaining valid data set is copied to the spare. When the copy is finished the spare becomes whichever of the data sets was lost, missing or in error.

**Note:** From the RECON point of view, the copy1 and the copy2 are normally identified by a 1 or a 2 in a field of the RECON header information.

### 2.2 NONEW and STARTNEW Parameters

When the RECON data set is initialized, either of the following parameters can be specified:

1. **STARTNEW** means that new jobs can be started even when only one RECON data set is available.
2. **NONEW** means that a subsystem can continue running with only one RECON data set, but that no new subsystems can start unless at least two RECON data sets are available.

**Important:** The use of the **NONEW** parameter is strongly recommended. The **STARTNEW** parameter should be used for emergency situations only.

**Note:** The existence of more than one RECON data set is only known by the RECON access routines. For most purposes the RECON data set can be considered as a single data set. In this bulletin, it is very often referred to as a single data set.

### 2.3 Groups of RECON

The basic rules for determining the requirement for groups of RECON data sets are explained in this section.

#### 2.3.1 Database Related Information

A database and its associated data sets should only be defined in one RECON data set.

The fundamental principle behind the RECON data set is to store all recovery related information for a database in one place. It is not possible to use multiple RECON data sets in the recovery processing for the same database.
2.3.2 Subsystem

An IMS or CICS subsystem can only be connected to one set of RECON data sets.

All databases that are accessed by IMS DC or CICS subsystems under the control of DBRC must be registered in the RECON referenced by the online subsystem.

All batch subsystems that access any database accessed by the online subsystem must reference the same RECONs referenced by the online subsystem.

2.3.3 Database Name

The database names (DBD names) defined in one RECON data set must all be unique.

The database records, stored in the RECON data set, are registered with a key based on the DBD name. Therefore, DBRC cannot be used to control both test and production databases, using the same RECON data sets, unless some naming convention is adopted.

The rule can be simplified as follows. More than one RECON data set is necessary if all the following conditions are true:

1. Multiple versions of the same database exist (for example, test and production).
2. The same DBD name is used for the different versions of the database.
3. At least one version of the database must be registered to DBRC in the RECON data set.

The application of the previous rules usually results in the need for at least two different sets of RECON data sets, one shared between the production subsystems and one for the test subsystems.

Note: On the INIT.DBDS command, which is used to create the database data set record in the RECON, the user must supply the database data set name (DSN). When IMS opens the database, DBRC checks the DSN against the name registered in the RECON. If this name does not match, DBRC treats this database as if it was not registered. In this case, the test database—with a DSN different than the production database, even if with the same DBD name and data set name—can coexist with the production environment, but not under the control of the DBRC.

2.3.4 Sharing Environment

In a sharing environment every set of RECONs must have its own IRLM.

This is because the Global DMB number, which is used as part of the IRLM lock, is generated and maintained in the RECON.
2.4 RECON Definition and Creation

The RECON data sets are VSAM KSDSs. They must be created by using the VSAM AMS utilities.

The same record size and CI size must be used for all the RECON data sets.

The RECON data sets should be given different FREESPACE values so that CA and CI splits do not occur at the same time for both active RECON data sets.

For availability, all three data sets should have different space allocation specifications. The spare data set should be at least as large as the largest RECON data set. Figure 2 shows an example of the RECON data set definition that was used to define the RECON for the hands-on.

```
DELETE STIMS220.RECONB
SET LASTCC=0
DEFINE CLUSTER (NAME(STIMS220.RECONB) -
  VOLUMES (SBV010) -
  INDEXED -
  KEYS (24 0) -
  CYLINDERS C5 2) -
  RECORDSIZE (128 4089) -
  NONSPANNED -
  FREESPACE (30 80) -
  CISZ(4096) BUFSP(24576) -
  NOREUSE -
  NERAS SPEED REPL IMED -
  UNORDERED -
  SHAREOPTIONS (3 3)) -
INDEX (NAME(STIMS220.RECONB.INDEX)) -
DATA (NAME(STIMS220.RECONB.DATA))
```

Figure 2. Example of RECON Data Set Definition

2.5 Cataloging RECON Data Sets

Cataloging the RECON data sets is one of the most important steps with a multi-host environment that allows access to the RECON data sets from multiple subsystems.

2.5.1 ICF Catalog

The RECON data sets should be cataloged using ICF catalogs.

**Important:** Each RECON data set should be cataloged in a separate ICF catalog for maximum availability. Thus, the loss of one ICF catalog will only cause the loss of one RECON data set.

2.5.2 Deadlock Situation

It is possible to get into a shared DASD deadlock situation if a RECON data set and other VSAM data sets reside on the same volume, and if they are cataloged in an ICF catalog that resides on another volume. The deadlock situation can occur as follows:
1. **Host A**: DBRC issues a RESERVE for a RECON data set. A hardware reserve is issued for the volume containing the RECON data set, and the reserve is successful. Host A now owns the RECON volume.

2. **Host B**: A normal VSAM OPEN is issued. VSAM OPEN issues a RESERVE for the catalog (BCS), and the reserve is successful. Host B now owns the BCS volume. VSAM OPEN then issues a RESERVE for the VVDS on the RECON volume. A hardware reserve is issued for the volume. Since the volume is owned by Host A, Host B waits for the volume.

3. **Host A**: DBRC issues a VSAM OPEN for the RECON data set. VSAM OPEN issues a RESERVE for the catalog (BCS). Since Host B owns the BCS volume, Host A waits.

The result is that Host A is waiting for a resource owned by Host B, and Host B is waiting for a resource owned by Host A. Both tasks are now involved in a deadlock that can only be resolved by cancelling one of the tasks.

To prevent this kind of problem, follow these rules:

- Each RECON data set must be placed on the same volume as the ICF catalog BCS and VVDS components in which the RECON data set is cataloged.
- The volume housing those data sets should contain no other VSAM data sets.

### 2.6 RECON Data Sets and RACF

If the system is using RACF or other similar security package, the user should try to protect both the RECON data sets and their ICF catalogs using **GENERIC PROFILES**.

The use of generic profiles reduces the accesses to the RACF data set during the physical open process of the RECON.

### 2.7 Initializing RECON Data Sets

After the RECON data sets are created, they must be initialized by using the **INIT.RECON** command of the DBRC recovery control utility. This causes the RECON header records to be written in both current RECON data sets.

The RECON header records must be the first records written to the RECON data sets because they identify the RECON data sets to DBRC.

When the **INIT.RECON** command is used to initialize the RECON, specify either the RECOVCTL parameter or the SHARECTL parameter to select either:

- Recovery control environment
- Share control environment

Once one of these environments has been selected, it applies to all databases.
2.8 Allocation of RECON Data Sets to Subsystems

To allocate the RECON data set to an IMS subsystem, the user must choose one of the following two ways:

- Point to the RECON data sets by inserting the DD statements in the start-up JCL for the various subsystems.
- Use dynamic allocation.

If a DD statement is specified for RECON, DBRC does not use dynamic allocation. Otherwise, DBRC uses dynamic allocation.

With multiple subsystems sharing the same databases and RECON data sets, dynamic allocation for both the RECON data sets and the associated databases should be used. This ensures that:

- The correct and current RECON data sets are used.
- The correct RECON data sets are associated with the correct set of databases.

It also allows recovery of a failed RECON data set, since DBRC dynamically de-allocates a RECON data set if a problem is encountered with it.

To establish dynamic allocation, a special member naming the RECON data sets must be added to IMS RESLIB or to an authorized library that is concatenated to IMS RESLIB. This is done using the IMS DFSMDA macro. Figure 3 shows an example of the required macros for dynamic allocation of the RECON data sets.

```
//DYNALL JOB..
//STEP EXEC IMSDALOC
//SYSIN DD *
DFSMDA TYPE=INITIAL
DFSMDA TYPE=RECON,DSNAME=PROD.RECON01, DDNAME=RECON1
DFSMDA TYPE=RECON,DSNAME=PROD.RECON02, DDNAME=RECON2
DFSMDA TYPE=RECON,DSNAME=PROD.RECON03, DDNAME=RECON3
DFSMDA TYPE=FINAL
```

Figure 3. Dynamic Allocation of RECON Data Sets

RECON data sets are always dynamically allocated with DISP=SHR specified.

When using multiple RECON data sets (for example, test and production), be sure that each subsystem uses the correct RECON data set group. This can be done by altering the SYSLMOD DD in the procedure IMSDALOC to place the dynamic allocation parameter lists for the various RECON data set groups in different IMS RESLIBs. The appropriate RESLIB or concatenated RESLIBs must be included for each subsystem start-up JCL.

**Important:** When multiple processors are accessing the same RECON data set, the dynamic allocation parameter lists must be kept synchronized in the IMS RESLIBs being used by the different processors. This does not happen automatically.
Important: The usage of dynamic allocation in some subsystems and JCL allocation in others is not recommended.

2.9 Placement of RECON Data Sets

The placement of the RECON data sets in the DASD configuration is very important. The primary rule is to configure for availability. This means, for example, to place all three RECON data sets on:

- Different volumes
- Different control units
- Different channels
- Different channel directors

Review also the placement of the RECON data sets on volumes containing data sets that are processed by non-IMS utilities that issue hardware RESERVEs.

Examples of these utilities are:

- Linkage Editor
- SUPERZAP
- DADSM

2.10 RECON Data Set Maintenance

There are several procedures and commands that can be used to maintain the RECON data set.

2.10.1 RECON Backup

Operational procedures should be set up to ensure that regular backups of the RECON data set are taken.

These backups should be performed using the BACKUP.RECON DBRC utility command. The command includes a reserve mechanism to ensure that no updating of the RECON takes place during the backup. If possible, the backup should be taken when there are no subsystems active.

The backup copy is created from the copy1 RECON data set. The command to create the backup copy invokes the AMS REPRO command, with its normal defaults and restrictions. For instance, the data set that is receiving the backup copy must be empty.

2.10.2 DELETE.LOG INACTIVE Command

The only recovery related records in the RECON data set that are not automatically deleted are the log records (PRILOG and LOGALL). These records can be deleted using the DELETE.LOG INACTIVE command. This command can be added to the job that takes a backup of the RECON data set.

A log is considered inactive when the following conditions are all true:
• The log volume does not contain any DBDS change records more recent than the oldest image copy data set known to DBRC. This check is performed on a database data set (DBDS) basis.

• The log volume was not opened in the last 24 hours.

• The log has either been terminated (nonzero stop time) or has the ERROR flag in the PRILOG and SECLOG record set on.

2.10.3 LIST.RECON STATUS Command

Regular use should be made of the LIST.RECON STATUS command to monitor the status of the individual RECON data sets.

Using the LIST.RECON command produces a formatted display of the contents of RECON. The copy1 RECON data set is used as a source. DBRC ensures that the second RECON data set contains the same information as the first RECON data set.

The optional parameter STATUS can be used to request the RECON header record information and the status of all RECON data sets. The use of this parameter suppresses the listing of the other records.

This command should be executed two or three times a day during the execution of an online system, to ensure that no problems have been encountered with these data sets.

2.11 RECON Reorganization

In addition to the regular backups, procedures to monitor utilization of the RECON data sets space should be put in place.

Since all current levels of VSAM support CI reclaim (and DBRC does not turn it off), the requirement to reorganize RECONs to reclaim space has diminished. For instance, when all the records in a CI have been erased, the CI is returned to the free CI pool in the CA. Some users have decided to perform a monthly reorganization.

A plan for reorganizing the RECON data sets to reclaim this space on a regular basis must be considered. The RECON data sets can be reorganized while the IMS online systems are active.

2.12 Reorganizing RECON Data Sets

The RECON data sets can be reorganized easily and quickly with the use of a few DBRC and AMS commands. The AMS REPRO command copies one RECON data set to another, reorganizing it during the process. This command, combined with a DELETE and a DEFINE of the RECON data sets, is enough to complete a reorganization.

Additional information to consider when designing the RECON reorganization procedures, related to the IMS DC status, are as follows:

• If the online system is active:

  A reorganization of the RECON data sets should be scheduled:
• During a period of low RECON activity.
• When no BMPs are running.
• A LIST.RECON STATUS command must be issued from each online system which uses the RECON data sets, after the CHANGE.RECON REPLACE command is issued, in order to de-allocate the RECON before deleting and defining it again.
• If the online system is not active:
  A reorganization of the RECON data sets should be scheduled:
  • After a BACKUP.RECON has been taken.
  • When no subsystems are allocating the RECON data sets.

2.13 Recreating RECON Data Sets

The RECON data sets may need to be recreated, for instance:
• In a disaster recovery site
• After the loss of all the RECON data sets when no current backup is available

Recreating the RECON can be a long and slow process. When designing procedures to handle this process, there are two basic alternatives:
• Restore the RECON from the last backup (if available) and update it to the current status required.
• Recreate and reinitialize the RECON data sets.

Both of these procedures have advantages and disadvantages. Which alternative is best suited for an installation depends on:
• The time frame in which the system must be recovered and available
• The point-in-time to which it is acceptable to recover
• The type of processing environment (24 hours online availability or batch)
• The level of DBRC usage:
  • Log control
  • Recovery control
  • Share control

Further Details for Restoring RECON Data Sets:

Before deciding to recreate the RECON data sets from scratch, the following details must be well understood:
• GENJCL functions are normally used to create procedures.
  Without the RECON information, recovery procedures cannot be generated until the RECON information is correct. Likewise, image copy procedures cannot be generated until the database and image copy data set information has been recreated.
• Recreation of DB, DBDS, DBDSGRP and CAGRP information must be available.
If the original INIT commands were retained, then the registration can be done easily. Changes made with CHANGE commands must somehow be recorded and reapplied.

The DBDSGRP and CAGRP information is critical because any recovery image copy or change accumulations JCL generated can cause serious problems if incorrectly specified.

- Volume serial information is available.

Unless cataloged data sets are used and the PTF for cataloged data set usage has been applied (see the discussion of DFHSM under 3.11, “DFHSM Considerations” on page 39 for more details), the volume serials of all image copies and log data sets must be corrected.

- Image copy time must be adequate.

If the databases are restored with non-IMS utilities (pack restores), then the time required to take an image copy or to notify DBRC of the image copy data sets, also restored with pack restores, must be considered.

In summary:

- For those installations using only Log control, it is probably easier to reinitialize the RECON data sets and reapply the information than to update the RECON with the changed information.

- For those installations using Recovery or Share control where the physical restoration of the databases is done outside of the DBRC control, it might be easier to reinitialize the RECON data sets.

- For those installations which require the online subsystem to be warm restarted, the only alternative is to use the latest backup of the RECON and to bring all information current to the required point-in-time.

---

# 2.14 PRILOG Record Size

One PRILOG record is created for each subsystem execution. This record must contain all the information about the log data sets created during the life of this subsystem.

In IMS Version 2, the 64K limit for a PRILOG record, that is present in IMS 1.3, has been removed. Nonetheless, the size of the PRILOG record should not be greater than 32,760 bytes (32K).

The record size can be larger if spanned records are used; however, the following limitations should be considered before using spanned records:

- The maximum size of a record to be used by the VSAM REPRO command is 32,760 bytes if the output is a non-VSAM data set.

- RECON backup and transfer to off-site storage is normally performed with a sequential data set.

- PRILOG records are only deleted when every RLDS and SLDS data set within that record is no longer required.

This is a problem only for those installations which have a high volume of log data sets and the requirement for a continuous operation environment.
To calculate the size of the maximum required PRILOG record, the formula in Figure 4 can be used.

\[
S = 52 + (80 \ D) + (14 \ V)
\]

where:
- \(S\) = the size for the PRILOG/PRISLDS record in bytes
- 52 = the required prefix of the PRILOG record
- 80 = the required number of bytes for each SLDS/RLDS entry
- \(D\) = the number of SLDS/RLDS data sets created from archive for this execution of the subsystem
- 14 = the required number of bytes for each volume that contains SLDS/RLDS data sets
- \(V\) = the number of volumes that can contain SLDS/RLDS data sets

**Figure 4. PRILOG Record Size Calculation Formula**

For example, assume that an installation has the following characteristics:

- An online subsystem is running for 23 hours a day.
- The subsystem fills up an OLDS every 30 minutes.
- Each OLDS is archived to one RLDS and one SLDS.
- There are 2 volumes that can contain RLDS or SLDS data sets.
- There are 46 RLDS and 46 SLDS data sets each day.

Using the formula in Figure 5, the size of the PRILOG record for this example is:

\[
S = 52 + (80 \ D) + (14 \ V)
\]

\[
= 52 + (80 \times 92) + (14 \times 2)
\]

\[
= 52 + (7360) + (28)
\]

\[
S = 7440
\]

**Figure 5. PRILOG Record Size Calculation Formula Example 1**

This is well under the maximum size, so there is no problem with this subsystem.

Assume, however, that the environment changes to allow the IMS to run 24 hours a day for 6 days before being brought down. There are 48 RLDS and 48 SLDS data sets each day, and a total of 576 for the 6 days. The calculation now becomes like Figure 6:
This is now over the suggested maximum record size. One solution is to switch to archiving after two OLDS are full. This reduces the number of RLDS and SLDS data sets by half. This brings the PRILOG record size well below the maximum size.

2.15 Summary of Recommendations for RECON Data Sets

- Use three RECON data sets—two current and one spare.
- Define the three RECON data sets with different space allocations.
- Put the RECON data sets on different devices, channels, and so on.
- Put the RECON data sets on the same volume as the ICF user catalogs.
- Use dynamic allocation.
- Do not mix dynamic allocation and JCL allocation.
- Define the RECON data sets for AVAILABILITY, but keep performance implications in mind.
Chapter 3. Data Set Management

This chapter explains the two most commonly used types of database backups:

- Image copy
- Online image copy

The chapter also deals with:

- Log data sets
- Change accumulation data sets

Together with the image copy data sets, these data sets are essential for the recovery mechanism.

3.1 Database Image Copy

DBRC provides full support for standard image copies. It automatically captures the data set name, the volume serial number and file sequence number for the image copy output data set when the image copy utility is run. It registers this information in the RECON data set.

Database image copy (IC) is a batch job that is run with an access intent of read with integrity (RD). This permits processing in parallel with other subsystems with an access intent of RO or RD (and a SHARELVL greater than 0).

DBRC ensures that the image copy utility cannot be run when a subsystem is updating the database.

3.1.1 Image Copy Details

DBRC provides the following facilities to allow the user to perform and control the recording (or the deletion) of the image copy data sets.

- **Backup Group**
  For each group of related databases, either logically related or used together in an application system, specification to DBRC allows simultaneous DBRC processing for the members of the group.

- **Recovery Period**
  When a database data set is defined to DBRC through the INIT.DBDS command, a recovery period can be specified. This recovery period means that DBRC keeps details of an image copy for that data set for the specified period.

- **Number of Image Copy Generations**
  When a database data set is defined to DBRC through the INIT.DBDS command, the maximum number of image copy generations must be specified with the GENMAX parameter. This parameter provides the number of image copies that DBRC maintains for a given database data set.

- **Reusing Image Copy Data Sets**
  When defining the database data set to DBRC through the INIT.DBDS command, the parameter REUSE, for reusing an image copy output data set,
can optionally be requested. If DBRC finds that the oldest record of an image copy can be reused, then the JCL for the new image copy uses that data set. See Figure 7 below.

```
//DBRC   EXEC PGM=DSPURX00
//*
//STEPLIB DD DSN=SYSC.STIHS220.RESSLIP,DISP=SHR
//IMS    DD DSN=STIMS22X.DBHLIB,DISP=SHR
//SYSPRINT DD SYSPRINT=*  
//SYSIN   DD SYSIN=*
INIT.DB DBD(DBGAMAPl SHARELVL(2l
INIT.DBDS DBD(DBGAMAP) DDN(DBGAMAP) DSN(STIMS220.DBG.DBGAMAPl-
   GENMAX(31 ICJCL(DBGIC) OICJCL(DBGOIC) RECOVJCL(DBGREC0V1
   RECOVPD(1l REUSE
INIT.DB DBD(DBGAMAX1 SHARELVL(2l
INIT.DBDS DBD(DBGAMAX) DDN(DBGAMAX) DSN(STIMS220.DBG.DBGAMAX) -
   GENMAX(31 ICJCL(DBGIC) OICJCL(DBGOIC) RECOVJCL(DBGREC0V1
   RECOVPD(1l REUSE
INIT.DB DBD(DBGAMBP1 SHARELVL(2l
INIT.DBDS DBD(DBGAMBP) DDN(DBGAMBP) DSN(STIMS220.DBG.DBGAMBP) -
   GENMAX(31 ICJCL(DBGIC) OICJCL(DBGOIC) RECOVJCL(DBGREC0V1
   RECOVPD(1l REUSE
INIT.DB DBD(DBGAMBX1 SHARELVL(2l
INIT.DBDS DBD(DBGAMBX) DDN(DBGAMBX) DSN(STIMS220.DBG.DBGAMBX) -
   GENMAX(31 ICJCL(DBGIC) OICJCL(DBGOIC) RECOVJCL(DBGREC0V1
   RECOVPD(1l REUSE
INIT.DB DBD(DBGAMBY1 SHARELVL(2l
INIT.DBDS DBD(DBGAMBY) DDN(DBGAMBY) DSN(STIMS220.DBG.DBGAMBY) -
   GENMAX(31 ICJCL(DBGIC) OICJCL(DBGOIC) RECOVJCL(DBGREC0V1
   RECOVPD(1l REUSE
INIT.IC DBD(DBGAMAP) CON(DBGAMAP) ICDSN(STIMS220.DBG.DBGAMAP.IC1)
INIT.IC DBD(DBGAMAX1 CON(DBGAMAX1 ICDNS(STIMS220.DBG.DBGAMAX.IC1)
INIT.IC DBD(DBGAMBP1 CON(DBGAMBP1 ICDNS(STIMS220.DBG.DBGAMBP.IC1)
INIT.IC DBD(DBGAMBK1 CON(DBGAMBK1 ICDNS(STIMS220.DBG.DBGAMBK.IC1)
INIT.IC DBD(DBGAMBY1 CON(DBGAMBY1 ICDNS(STIMS220.DBG.DBGAMBY.IC1)
INIT.IC DBD(DBGAMX1 CON(DBGAMX1 ICDNS(STIMS220.DBG.DBGAMX.IC1)
INIT.IC DBD(DBGAX1 CON(DBGAX1 ICDNS(STIMS220.DBG.DBGAX.IC1)
INIT.IC DBD(DBGAY1 CON(DBGAY1 ICDNS(STIMS220.DBG.DBGAY.IC1)
INIT.IC DBD(DBGAX2 CON(DBGAX2 ICDNS(STIMS220.DBG.DBGAX2.IC2)
INIT.IC DBD(DBGAY2 CON(DBGAY2 ICDNS(STIMS220.DBG.DBGAY2.IC2)
INIT.IC DBD(DBGAX3 CON(DBGAX3 ICDNS(STIMS220.DBG.DBGAX3.IC3
INIT.IC DBD(DBGAY3 CON(DBGAY3 ICDNS(STIMS220.DBG.DBGAY3.IC3
INIT.IC DBD(DBGAX4 CON(DBGAX4 ICDNS(STIMS220.DBG.DBGAX4.IC3
INIT.IC DBD(DBGAY4 CON(DBGAY4 ICDNS(STIMS220.DBG.DBGAY4.IC3
```

Figure 7. Defining DBDS to RECON

### 3.1.2 REUSE Option

When the REUSE option is specified, consider the following details:

- If a recovery period has been specified for an image copy data set, then the image copy data set is not available for re-use until the recovery period has expired.

- The number of image copy data sets registered can be greater than the GENMAX value, but the recovery period (RECOVPD) may not yet have expired. In this case, an available predefined data set is used, a message is issued, and the GENMAX value is increased.

- The number of image copy data sets required should be enough to handle the maximum number of image copies taken in the recovery period of the database data set.

- DBRC selects an unused image copy data set until the GENMAX limit is reached before reusing any other.
• An image copy data set is not reused, even when the retention period is expired, if the number of image copy data set registered is less than the GENMAX parameter.

• If the oldest IC copy cannot be reused because its RECOVPD is not expired, a message is issued and the processing is stopped.

**Note:** Figure 7 shows all the commands used to register the sample databases, database data sets, and image copies. The REUSE option was used for the tests of this bulletin because it allowed an easier control on the outputs generated. The experience of the authors of this bulletin is that customers prefer to use the NOREUSE option.

### 3.1.3 NOREUSE Option

Generation Data Set Groups (GDGs) can be used for registering DB image copies. When using generation data set group (GDG) for the image copy data sets, the NOREUSE option must be used.

The retention of GDG data sets should also be carefully considered when defining to the system the model GDG. If GDGs are used, the maximum number of versions should be great enough to cover the worst cases. An example of one of these worst cases includes the following conditions:

• GDG is used for an image copy data set.

• The maximum number of versions has been defined when creating the model of the GDG.

• An image copy version GDG is deleted by the system because the maximum number of versions has been reached.

• DBRC still requires that version to be kept according to the chosen retention parameters.

Figure 8 on page 24 shows an example of the DBRC command and the skeletal JCL for generating image copy JCL.

Figure 9 on page 25 shows the JCL for image copy generated by the GENJCL.IC shown in Figure 8.

**Note:** In a data sharing environment, the databases should be available as much as possible. One way to improve availability is:

• Change the authorization to READON before running the image copy to specify that the database can be authorized for read processing only.

• When the IC is terminated, change the authorization to READOFF to specify that the database can be authorized to any type of processing.
3.1.4 SHARECTL and Concurrent Image Copy

When SHARELVL(0) is specified for a database, DBRC does not allow image copies of different data sets in the same database to be done in parallel.

Specify SHARELVL(1) or higher to bypass this problem.
//READON EXEC PGM=DSPURX00,COND=(O,NE)
//*
//* SET AUTHORITY TO READ ONLY WHILE IC IN PROCESS
//*
//STEPLIB DD DSN=SYS.C.SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSPRINT*
//SYSIN DD *
//CHANGE.DBD(DBDBMAP) READON
/*
//DBGAMAP EXEC PGM=DFSDFSRC00,REGION=4096K,
// PARAM=’ULU,DFSUDMP0 ,* * * * y’
/*
//* RUN IMAGE COPY FOR DBGAMAP
/*
//STEPLIB DD DSN=SYS.C.SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSPRINT*
//SYSIN DD *
//CHANGE.DBD(DBDBGAMAP) READOFF
/*
//READOFF EXEC PGM=DSPURX00,COND=(O,NE)
//*
//* SET AUTHORITY TO READ OFF AFTER IC COMPLETED
//*
//STEPLIB DD DSN=SYS.C.SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT=*
//SYSIN DD *
//CHANGE.DBD(DBDBMAP) READON
/*
//DBGAMAP EXEC PGM=DFSDFSRC00,REGION=4096K,
// PARAM=’ULU,DFSUDMP0 ,* * * * y’
/*
//* RUN IMAGE COPY FOR DBGAMAP
/*
//STEPLIB DD DSN=SYS.C.SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT=*
//SYSIN DD *
//CHANGE.DBD(DBDBGAMAP) READOFF
/*
//READOFF EXEC PGM=DSPURX00,COND=(O,NE)
//*
//* SET AUTHORITY TO READ OFF AFTER IC COMPLETED
//*
//STEPLIB DD DSN=SYS.C.SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT=*
//SYSIN DD *
//CHANGE.DBD(DBDBGAMAP) READOFF
/*
//READON EXEC PGM=DSPURX00,COND=(O,NE)
//*
//* SET AUTHORITY TO READ ONLY WHILE IC IN PROCESS
//*
//STEPLIB DD DSN=SYS.C.SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT=*
//SYSIN DD *
//CHANGE.DBD(DBDBGAMAP) READON
/*

Figure 9. Example of JCL for an Image Copy (Part 1 of 3)
//DBGAMBP EXEC PGM=DFSPRC00,REGION=4096K,
  //  PARM='ULU,DFSUDMP0 " " " " "V'.
  //  /*
  //  */ RUN IMAGE COPY FOR DBGAMBP
  //
  //STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
  //SYSPRINT DD SYSOUT=*
  //IMS DD DSN=STIMS220.DBDLIB,DISP=SHR
  //DBGAMBP DD DSN=STIMS220.DBD(DBGAMBP),DISP=SHR,AMP=('BUFND=30')
  //DATAOUT1 DD DSN=STIMS220.DBD(DBGAMBP.IC3,DISP=OLD,DCB=BUFND=10
  //DFSVSAMP DD DSN=STIMS220.DBD.UTIL(ISSVBUF),DISP=SHR
  //SYSIN DD *
  D1 DBGAMBP DBGAMBP DATAOUT1 */
  //READOFF EXEC PGM=DSPURX00,COND=(0,NE)
  //  /*
  //  */ SET AUTHORITY TO READ OFF AFTER IC COMPLETED
  //  */
  //STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
  //SYSPRINT DD SYSOUT=*
  //SYSIN DD *
  CHANGE.DB DBD(DBGAMBP) READOFF
  /*
  READDON EXEC PGM=DSPURX00,COND=(0,NE)
  /*
  /* SET AUTHORITY TO READ ONLY WHILE IC IN PROCESS
  */
  //STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
  //SYSPRINT DD SYSOUT=*
  //SYSIN DD *
  CHANGE.DB DBD(DBGAMBP) READON
/*
//DBGAMBX EXEC PGM=DFSPRC00,REGION=4096K,
  //  PARM='ULU,DFSUDMP0 " " " " "Y'.
  //  /*
  //  */ RUN IMAGE COPY FOR DBGAMBX
  //
  //STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
  //SYSPRINT DD SYSOUT=*
  //IMS DD DSN=STIMS220.DBDLIB,DISP=SHR
  //DBGAMBX DD DSN=STIMS220.DBD(DBGAMBX),DISP=SHR,AMP=('BUFND=30')
  //DATAOUT1 DD DSN=STIMS220.DBD(DBGAMBX.IC3,DISP=OLD,DCB=BUFND=10
  //DFSVSAMP DD DSN=STIMS220.DBD.UTIL(ISSVBUF),DISP=SHR
  //SYSIN DD *
  D1 DBGAMBX DBGAMBX DATAOUT1 */
  //READOFF EXEC PGM=DSPURX00,COND=(0,NE)
  //  /*
  //  */ SET AUTHORITY TO READ OFF AFTER IC COMPLETED
  //  */
  //STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
  //SYSPRINT DD SYSOUT=*
  //SYSIN DD *
  CHANGE.DB DBD(DBGAMBX) READOFF
  /*
  READDON EXEC PGM=DSPURX00,COND=(0,NE)
  /*
  /* SET AUTHORITY TO READ ONLY WHILE IC IN PROCESS
  */
  //STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
  //SYSPRINT DD SYSOUT=*
  //SYSIN DD *
  CHANGE.DB DBD(DBGAMBX) READON
  */

Figure 10. Example of JCL for an Image Copy (Part 2 of 3)
3.1.5 NOTIFY.IC Command

The command NOTIFY.IC or the command NOTIFY.UIC performs a cleanup of the following recovery related records registered in RECON:

- IC
- ALLOC
- REORG
- RECOV

These commands may be issued explicitly or implicitly.

For instance, the NOTIFY.IC command is implicitly issued by executing the image copy utility.

The cleanup process, performed after an image copy utility, deletes records that are older than the oldest IC generation. DBRC can no longer use those records for recovery because there is no previous image copy that can be used with them.

This cleanup process is not performed by issuing the DELETE.IC command.

The DELETE.IC command only deletes a particular IC record without cleaning up all the related recovery records.

3.2 Online Image Copy

Online Image Copy (OIC) can only be run under IMS DC. In a sharing environment, no other sharing subsystem can have update authorization to the database while an online image copy of the database is being performed.

DBRC prevents the execution of an OIC if the database is authorized to a subsystem with update intent.
This utility runs as a batch message processing (BMP) program.

Figure 12 on page 29 shows an example of JCL produced for an *Online Image Copy*:

Figure 13 on page 30 shows the PSB required for OIC:

**Note:** The PSB contains PCB entries for the index databases that are not normally required for BMP programs.

### 3.3 Concurrent Image Copy

The image copy utility can run against a fast path DEDB while IMS DC is running. It requires the CIC option. It can also be used when sharing the DEDB between two or more IMS DC systems with either read or update intent.

When a recovery is run using this type of image copy, it requires the following data sets:

- The logs that were open at the time the image copy was taken
- All logs since the DEDB was opened, or since a subsequent change accumulation was performed
- The last change accumulation data set (if existing)

### 3.4 Other Backup Utilities

Other forms of backups are normally referred to as nonstandard image copies. Examples of other methods of backing up a database are:

- Volume dump
- AMS REPRO/EXPORT utility

Since nonstandard image copy data sets are produced by non-IMS utilities, no interface with DBRC is automatically offered.

DBRC must be informed of the user image copy (nonstandard) using the recovery utility command NOTIFY.UIC.
//* JCL FOR ONLINE IMAGE COPY
//*
//IDBGAMAP EXEC PGM=DFSRRC00,REGION=4096K,
// PARM=(BMP,DFSUICP0,DBGOC01,,N0000,,,1,,0,0,1220,,)
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//DFSRESLB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT-*
//IMS DD DSN=STIMS22X.DBDBLIB,DISP=SHR
//DATAOUT1 DD DSN=STIMS220.DBG.DGAMAP.IC4,DISP=OLD,DCB=BUFNO=10
//DFSVSAMP DD DSN=STIMS220.DBG.UTIL(ISSVBUF),DISP=SHR
//SYSIN DD *
DI1 DBGAMAP DBGAMAP DATAOUT1
//*
//IDBGAMAX EXEC PGM=DFSRRC00,REGION=4096K,
// PARM=(BMP,DFSUICP0,DBGOC01,,N0000,,,1,,0,0,1220,,)
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//DFSRESLB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT-*
//IMS DD DSN=STIMS22X.DBDBLIB,DISP=SHR
//DATAOUT1 DD DSN=STIMS220.DBG.DGAMAX.IC4,DISP=OLD,DCB=BUFNO=10
//DFSVSAMP DD DSN=STIMS220.DBG.UTIL(ISSVBUF),DISP=SHR
//SYSIN DD *
DI1 DBGAMAX DBGAMAX DATAOUT1
//*
//IDBGAMBP EXEC PGM=DFSRRC00,REGION=4096K,
// PARM=(BMP,DFSUICP0,DBGOC01,,N0000,,,1,,0,0,1220,,)
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//DFSRESLB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT-*
//IMS DD DSN=STIMS22X.DBDBLIB,DISP=SHR
//DATAOUT1 DD DSN=STIMS220.DBG.DGAMBP.IC4,DISP=OLD,DCB=BUFNO=10
//DFSVSAMP DD DSN=STIMS220.DBG.UTIL(ISSVBUF),DISP=SHR
//SYSIN DD *
DI1 DBGAMBP DBGAMBP DATAOUT1
//*
//IDBGAMBX EXEC PGM=DFSRRC00,REGION=4096K,
// PARM=(BMP,DFSUICP0,DBGOC01,,N0000,,,1,,0,0,1220,,)
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//DFSRESLB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT-*
//IMS DD DSN=STIMS22X.DBDBLIB,DISP=SHR
//DATAOUT1 DD DSN=STIMS220.DBG.DGAMBX.IC4,DISP=OLD,DCB=BUFNO=10
//DFSVSAMP DD DSN=STIMS220.DBG.UTIL(ISSVBUF),DISP=SHR
//SYSIN DD *
DI1 DBGAMBX DBGAMBX DATAOUT1
//*
//IDBGAMBY EXEC PGM=DFSRRC00,REGION=4096K,
// PARM=(BMP,DFSUICP0,DBGOC01,,N0000,,,1,,0,0,1220,,)
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//DFSRESLB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT-*
//IMS DD DSN=STIMS22X.DBDBLIB,DISP=SHR
//DATAOUT1 DD DSN=STIMS220.DBG.DGAMBY.IC4,DISP=OLD,DCB=BUFNO=10
//DFSVSAMP DD DSN=STIMS220.DBG.UTIL(ISSVBUF),DISP=SHR
//SYSIN DD *
DI1 DBGAMBY DBGAMBY DATAOUT1
//*

Figure 12. OIC JCL Produced by GENJCL.OIC (Part 1 of 2)
3.5 Batch Log

An IMS batch subsystem can create a System Log Data Set (SLDS) on DASD or tape. If the subsystem runs with DBRC active, then the RECON is updated with the correct information concerning this SLDS. This data set must be retained, for recovery purposes, until an image copy of all the updated databases has been performed.

DCB information should be specified on the IEFRDER DD statement pointing to the log data set. If no LRECL and BLKSIZE are specified on the IEFRDER DD, then a default of 1K is used (a pre-allocated data set is re-blocked to 1K).

To ensure efficient DASD and TAPE usage, the DCB parameters should be specified on every IEFRDER DD statement, as shown in Figure 14.

```plaintext
//IEFRDER DD DSN=STIHS22O.DBG.BOlLOG,DISP=(,CATLG,CATLG),
UNIT=SYSDA,SPACE=(TRK,(100,100),RLSE7,
DCB=(RECFM=VB,LRECL=23468,BLKSIZE=23472)
```

Figure 14. Example of IEFRDER DCB Information

If DASD SLDS are used and there is a need to migrate them to tape, the log archive utility should be used. This should be run with DBRC active to keep the RECON information properly up-to-date.

DBRC uses the archived SLDS during recovery processing even though the original SLDS is still available. Once the SLDS has been archived, the original DASD version should be deleted.
Note: Although most of the IMS literature states that batch jobs (and CICS) produce SLDSs, as far as DBRC is concerned, these subsystems produce RLDSs. DBRC PRILOG records describe RLDSs; and PRISLDS records describe SLDSs.

Figure 15 shows an example of the JCL to archive a batch SLDS.

```
//AR80001 EXEC PGM=DFSUARCO,PARM='DBRC=YES',REGION=4096K
//#* JCL TO ARCHIVE BATCH SLDS
//#* /STEPLIB DD DSN=SYS.CSTIMS22X.RESLIB,DISP=SHR
//DFSISLDSF DD DSN=STIMS22X.DBG.B01LOG(0),DISP=SHR,DCB=BUFSIZE=30
//DFSISLOGP DD DSN=STIMS22X.DBG.B01ARCH(+1),
//           DISP=(NEW,CATLG,DELETE),
//           DCB=(STIMS22X.DCB,LRECL=22524,BLKSIZE=22528,
//           REC-TV=BUFSIZE=10),
//            UNIT=3480,VOL=SER=(TAPE01)
//SVSIN DD SLDS
`*`
```

Figure 15. Archive of Batch SLDS

When the batch job runs without DBRC, the archive utility must also be run without DBRC.

To complete the recovery information on the RECON data set, perform the following steps:

- Run the recovery control utility with a NOTIFY command to update the RECON with the log information.
- Issue a NOTIFY.ALLOC command for each DBDS that has update records on this log.

### 3.6 Online Log

Online log data sets are archived to two types of log data sets:

- System Log Data Set (SLDS)
- Recovery Log Data Set (RLDS).

The archive utility can create both data sets at the same time. The use of RLDS data sets for recovery shortens the recovery time and saves DASD or tape usage.

Note: This section applies only to IMS DC, not to CICS.

#### 3.6.1 System Log Data Set

The SLDS is produced as a result of archiving an OLDS. The SLDS contains all the information from the OLDS, unless some log records are specifically excluded during the archive processing. Figure 16 shows an example of a GENJCL.ARCHIVE command to archive an OLDS to SLDS and RLDS data sets.
3.6.2 Recovery Log Data Set

During the archive operation of a log data set, the creation of an output data set, containing all the log records needed for database recovery, can be requested. The output data set is referred to as an RLDS.

DBRC will record the creation of an RLDS. If the input data set contains records needed for a database recovery, it will be used in place of the SLDS by the GENJCL function. The same is also true for a GENJCL command for a change accumulation.

If the RLDS contains no records needed for database recovery, DBRC records the data set name and volume serial number of the SLDS, in place of the RLDS.

```
DBRC Command:
  GENJCL.ARCHIVE SSID(I220) MAXOLDS(1)

MEMBER (ARCHJCL):
  //AR%STPNO EXEC PGM=DFSUARC0,PARM='SSID',REGION=4096K
  /*
  /* JCL FOR ARCHIVE UTILITY
  /*
  //STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
  //SYSPRINT DD SYSOUT=* %SELECT OLDS('%SSID',('%DDNAMES'))
  //%OLDSDDN DD DSN=%OLDSDSN,DISP=SHR,DCB=BUFNO=20
  %ENDSEL
  //DFSSLOGP DD DSN=STIMS220.SLDS(+1),
  //  DISP=(NEW,CATLG,DELETE),
  //  DCB=(STIM22X.DCB,LRECL=22524,22528),
  //  UNIT=3390,VOL=SER=(STIMS6),
  //  SPACE=(TRK,(15,15),RLSE),
  //RLDSDD1 DD DSN=STIMS220.RLDS(+1),
  //  DISP=(NEW,CATLG,DELETE),
  //  DCB=(STIM22X.DCB,LRECL=22524,22528),
  //  UNIT=3390,VOL=SER=(STIMS6),
  //  SPACE=(TRK,(15,15),RLSE),
  //SYSIN DD *
  SLDS FEOV(08000)
  COPY DDNOUT1 (RLDSDD1) DBRECOV
  /*
```

Figure 16. Archive OLDS to SLDS and RLDS Data Sets

The generated JCL from the GENJCL command in Figure 16 is shown in Figure 17.
3.7 Rebuilding PRISLDS/PRILOG Records with Multiple Data Set Entries

There are no examples in the standard DBRC manuals with regard to adding information about PRISLDS and PRILOG records that have multiple data set entries to the RECON.

Assume that the PRILOG and PRISLDS records reflect the following data set scenario:

- The first data set runs from 1:00 PM to 2:00 PM.
- The second data set runs from 2:00 PM to 3:00 PM.
- The third data set runs from 3:00 PM to 4:00 PM.

Assume also that the subsystem that created the records was running from 1:00 PM to 4:00 PM.

The commands shown in Figure 18 must be issued in order to rebuild the PRILOG and PRISLDS records.

```
NOTIFY PRILOG RLDS STARTTIME(880261300000) DSN(RLDS1) VOLSER(VO0001)
NOTIFY PRILOG RLDS STARTTIME(880261300000) RUNTIME(880261400000)
NOTIFY PRILOG RLDS STARTTIME(880261300000) DSN(RLDS2) VOLSER(VO0002)
NOTIFY PRILOG RLDS STARTTIME(880261300000) RUNTIME(880261400000)
NOTIFY PRILOG RLDS STARTTIME(880261300000) DSN(RLDS3) VOLSER(VO0003)
NOTIFY PRILOG RLDS STARTTIME(880261300000) RUNTIME(880261600000)
```

```
NOTIFY PRILOG RLDS STARTTIME(880261300000) DSN(RLDS1) VOLSER(VO0004)
NOTIFY PRILOG RLDS STARTTIME(880261300000) RUNTIME(880261400000)
NOTIFY PRILOG RLDS STARTTIME(880261300000) DSN(RLDS1) VOLSER(VO0005)
NOTIFY PRILOG RLDS STARTTIME(880261300000) RUNTIME(880261500000)
NOTIFY PRILOG RLDS STARTTIME(880261300000) DSN(RLDS1) VOLSER(VO0005)
NOTIFY PRILOG RLDS STARTTIME(880261300000) RUNTIME(880261600000)
```

Figure 18. Command to Rebuild PRILOG/PRISLDS with Multiple Entries
Note: The RLDS entries must be built prior to the SLDS entries because a PRILOG record must exist for a corresponding PRISLDS record to exist.

3.8 Rearchiving an OLDS

For reasons external to DBRC, it might be necessary to rearchive an OLDS.

DBRC does not offer the capability of setting on the archive needed flag for an OLDS which has already been archived.

It is not possible to rearchive an OLDS under DBRC control. The archive utility fails if run under DBRC control for the following reasons:

- When the archive utility is run with an archived OLDS as input, it fails since the OLDS has already been archived.
- When the archive utility runs with an SLDS as input, it fails when it is unable to find a PRILOG or PRISLDS record that has a corresponding entry to the input data set.

The rearchiving of an OLDS must be performed outside of the control of the DBRC. The best way to rearchive an OLDS is to copy it using the same data set name and VOLSER. Since this is not an actual rerunning of the ARCHIVE utility, the ability to omit records that are not needed for restart or recovery is lost.

DFSUARCO can be used to perform this task. Run DFUARCO with PARM = 'DBRC = N'. Enter the OLDS on the input SLDS DD card, as if the OLDS were a batch log created outside DBRC. Figure 19 shows the required JCL.

```plaintext
//AR00001 EXEC PGM=DFSUARCO,PARM='DBRC=N',REGION=4096K
/**
 /** JCL to Rearchive an OLDS
 /**
 //STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
 //SYSPRINT DD SYSOUT=* 
 //DFSOLPxx DD DSN=STIMS220.OLP00,DISP=SHR,DCB=BUFNO=30
 //DFSSLOGP DD DSN=STIHS220.SLDS(+l),
 //Disp=(NEW,CATLG,DELETE),
 //DCB=(STIHS22O.DCB,LRECL=22524,8LKSIZE=22528,
 //RECPCM=VS,BUFNO=10),
 //UNIT=3480,VOL=SER=(TAPE01)
 //SYSIN DD *
 //SLDS
 /*
```

Figure 19. Commands for Rearchiving an OLDS

3.9 Change Accumulation Data Set

During data sharing, more logs are generated when batch jobs are running using their own logs. In this case there must be some way of merging these logs. Change accumulation provides this facility.

When block level data sharing takes place, all logs required for recovery must have been processed by the change accumulation utility before a recovery job can be run.
**DBRC Actions for Change Accumulation:**

DBRC uses information recorded in the RECON data set for generating the JCL for the change accumulation (CA) utility.

When a database is updated for the first time by a subsystem, an ALLOC record is written as part of the database data set (DBDS) information in the RECON. The ALLOC record registers the time of the first update by the subsystem and the log start time of the log being run at the time of updates (the log start time of the PRILOG).

DBRC also records the data set sequence number (DSSN) in the ALLOC record. The DSSN is used to show the relative order in which the database is updated. The DSSN is held in the DBDS record in the RECON data set. If the database is not authorized to any other update, the DSSN is incremented by one and registered on the ALLOC record. If the database is authorized to another update, the same DSSN is used to show that there are concurrent updates.

In such a case, a merge-needed (MN) record is created with the time-stamp of the earliest log data set that updated the database.

**Note:** This MN record is NOT used by any recovery utility. In IMS Version 2, it continues to exist for compatibility only.

### 3.10 Change Accumulation Group

The DBRC DBDS concept for grouping the database data sets can also be used for change accumulation processing. In this case, the group of DBDSs is called the Change Accumulation Group. The RECON record which contains the change accumulation group information is a CAGRP.

A given DBDS can belong to only one change accumulation group.

A given CAGRP can contain up to 1,024 database data sets.

DBRC allows the adding and deleting of a member to an existing CAGRP without having to delete and redefine the entire group, and without the loss of recovery information about the group.

#### 3.10.1 Adding a Member to a Change Accumulation Group

When a new member is added to a CAGRP, there is no effect until the next execution of the processing. Figure 20 shows an example of how an added member is treated in CA and recovery processing:
1. At time $T_0$, IC$1$ is taken for DBDS A, B, C, and D.
2. Some processing is done against those DBDSs, and their logs or DSLOGs are processed at $T_1$, producing the change accumulation $CA1$. At time $T_1$, DBDS D is not a member of the CAGRP, so it is not included in the CA1 group processing.
3. At time $T_2$, DBDS D is added to the CAGRP.
4. At time $T_3$, CA processing is done for the entire group, including the new member D, in order to produce $CA2$. DBRC uses:
   - The output data set from CA1 and the SLDSs, RLDSs, or DSLOGs since CA1 for members A, B, and C.
   - The SLDSs, RLDSs or DSLOGs since IC1 for member D.
5. If recovery for the DBDS D is required at the time $T_{21}$ (prior to CA2 processing, but after DBDS D has been added as a member to the CAGRP), then DBRC selects IC1 and the SLDSs and RLDSs since IC1 as input to the recovery utility.
6. If a recovery for the DBDS D is run at the time $T_{31}$ (after CA2 processing in which DBDS D has been included), then the DBDS D is treated in the same way as the other members of the CAGRP.

### 3.10.2 Deleting a Member from a CAGRP

When a member of a CAGRP is deleted, it is treated as if it never existed in the CAGRP. Figure 21 shows how a deleted member is treated in CA and recovery processing:
Figure 21. Deleting a Member from a CAGRP

1. At the time $T_0$, $IC1$ is taken for DBDS A, B, C, and D.
2. Some processing is done against these DBDSs, and their logs or DSLOGs are processed at the time $T_1$ producing the $CA1$ for the CAGRP which includes DBDSs A, B, C, and D.
3. At time $T_2$, DBDS D is deleted from the CAGRP.
4. At time $T_3$, a CA utility is run. DBRC does not include DBDS D to produce the new $CA2$.
5. If a recovery is run at time $T_{21}$, DBRC has no CA information about DBDS D. DBRC selects $IC1$ and SLDSs, RLDS, and DSLOGs created after $IC1$ as input to the database recovery.

This last example provides the following general guideline:

Perform an IMAGE COPY just before adding or deleting a member to a CAGRP for a given database. When this is done, any subsequent recovery is not complicated by the inclusion or exclusion of log data sets.

### 3.10.3 Change Accumulation Group GENJCL Command

The default for the maximum sequence length field on the ID statement is 10 bytes. Normally this is not as large as the root segment sequence field. The value of this field must be at least as large as the largest root segment key. The correct value can be found by looking at the KEYS parameter in the AMS DEFINE CLUSTER command used to create the VSAM data sets. Figure 22 shows an example of the sequence length set to 12.

```
GENJCL.CA GRPNAME(DBGCA) USERKEYS((%CAKYLG,'12'))
```

Figure 22. DBRC Command for CA with USERKEY
Figure 23 on page 38 shows an example of the skeletal JCL used by the GENJCL.CA command.

```plaintext
//CA%STPNO EXEC PGM=DfSUCUMO,PARM=’CORE=100000,DBRC=Y’,REGION=4096K
// JCL FOR CHANGE ACCUMULATION.
//
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT=
//SYSOUTDD SYSOUT=
//IMS DD DSN=STIMS22X.DBDLIB,DISP=SHR
//SORTLIB DD DSN=SYSLIB.SORTLIB,DISP=SHR
//SORTMK01 DD UNIT=SYSDA,SPACE=(CYL,(2) *CONTIG)
//SORTMK02 DD UNIT=SYSDA,SPACE=(CYL,(21) *CONTIG)
//SORTMK03 DD UNIT=SYSDA,SPACE=(CYL,(2) *CONTIG)
//SORTMK04 DD UNIT=SYSDA,SPACE=(CYL,(21) *CONTIG)
//SORTMK05 DD UNIT=SYSDA,SPACE=(CYL,(2) *CONTIG)
//SORTMK06 DD UNIT=SYSDA,SPACE=(CYL,(2) *CONTIG)
%DELETE (%CAODSN EQ ”)
//DFSUCUMO DD DSN=%CAODSN,DISP=SHR
%DELETE (%CAODSN NE ”)
//DFSUCUMO DD DUMMY,DCB=BLKSIZE=100
%ENDDEL
//DFSUCUMO DD DSN=STIMS220.DBG.CALOG(+1),
// DISP=NEW,CATLG,DELETE,
// UNIT=3380,VOL=SER=(STIMS57,SPACE=(TRK,(10,11,RLSE),
// DCB=STIMS22X.DCB,RECFH=VB,LRECL=23468,BLKSIZE=234727
%SELECT RLDS(’%CAGRPl,(FROM(%DSLLGTM7))
//DFSULOG DD DSN=%LOGDSN,DISP=SHR
%DELETE (%LOGSEL ‘YES’)
//DFSULOG DD DUMMY,DCB=BLKSIZE=100
%ENDDEL
//DFSULOG DD DUMMY
//SYSIN DD
ID %CAKYLG
%CADBOI
```

Figure 24 on page 39 shows the generated CA JCL from Figure 22 on page 37 and Figure 23 on page 38.
3.11 DFHSM Considerations

From the DBRC and DFHSM points of view, attention must be given to:

- Log, change accumulation, and image copy data sets
- Databases

3.11.1 Log, Change Accumulation, and Image Copy Data Sets

Some customers use DFHSM to manage the following:

- Image copy (IC)
- Change accumulation (CA)
- Log data sets

When these recovery data sets are migrated back online by DFHSM, they retain their original data set names as recorded in the RECON, but frequently are placed on a VOLUME different from the VOLUME recorded in the RECON at the time of their creation.

Because DBRC ensures that the correct data sets are being used, the recovery JCL generated by the GENJCL process using the “old” data registered in RECON fails.

Figure 25 shows the messages produced by DBRC when it detects a discrepancy between the information registered in RECON and the supplied JCL.
To solve this problem, a new option has been added to the CHANGE.RECON and INIT.RECON commands that allow the user to specify that all IC, CA, and Log data sets are catalog-managed.

Setting this option (CATDS) causes DBRC to bypass VOLSER, SEQUENCE checking, and FILE SEQUENCE verification of cataloged recovery data sets. The option CATDS is recorded in the RECON header record and becomes effective immediately. The option can be reversed by the use of another option provided (NOCATDS) which is also the DEFAULT.

A user choosing to notify DBRC of catalog-managed recovery data sets must first ensure that the following conditions are met:

- VOLUME and UNIT type information is removed from skeletal JCL members for utility job streams which use these data sets.

  All IC, CA, and Log data sets are cataloged, since VOLUME/UNIT information is not present in the generated JCL.

  If the user provides one or more DD cards with VOLUME/UNIT information present, DBRC performs the normal verification of that data set, even if CATDS has been specified as an option.

- Only SINGLE volume log data sets are used.

  Users whose log data sets are being managed by DFHSM must already have this restriction in force, since DFHSM currently does not handle multi-volume data sets.

If the previous conditions have been met, the user can enter the following command:

CHANGE.RECON CATDS

To revert to the normal verification process, the user should issue the command:

CHANGE.RECON NOCATDS

The same options are available on the INIT.RECON command with the same meaning.

To archive these changes, a PTF must be applied:

- For IMS 2.1, the PTF number is UL40257.
- For IMS 2.2, the PTF number is UL40258.

Note: The changes added to DBRC for IMS Version 2 are not available for IMS 1.3.
IMS 1.3 installation may be able to avoid this problem by making sure that DFHSM recalls the data set to the same volume from where it was migrated. This can be done by ensuring that the unit and volume parameters are used on the JCL for all IMS utilities. A problem can then occur only when there is not enough room on that volume to recall the data sets.

3.11.2 Database Data Sets

DBRC does not hold unit and volume serial information about any DBDSs; therefore, DFHSM can migrate and recall databases without affecting DBRC.

However, it should be recognized that when a database is allocated with dynamic allocation, the DLISAS region waits while DFHSM recalls the database. The response times could be severely affected.

In most cases this is acceptable in a test environment, but not in a production one. It is also true that for production databases, opened and used every day, the probability of a database being automatically migrated or recalled is very low.
Chapter 4. RECON Record Types

This chapter lists the record types that can be found in the RECON data sets, and for each record, explains its purpose and its relationship with other record types.

The relationship is never imbedded in the records like a direct pointer, but can be built by DBRC using the information registered in each record type. This allows constant access of the related records through their physical keys.

4.1 RECON Records

There are six general classes of RECON record types:

1. Control records
2. Log records
3. Change accumulation records
4. Database data set group records
5. Subsystem records
6. Database records

4.1.1 Control Records

Control records are used for controlling the RECON data set and the default values used by DBRC. This class of records includes:

- RECON Header record
- RECON header extension record

4.1.2 Log Records

Log records are used for tracking the log data sets used by all subsystems. This class of records includes:

- PRILOG and SECLOG records (including interim log records)
- LOGALL record
- PRIOLD and SECOLD records (including interim OLDS records)
- PRISLDS and SECSLDS records (including interim SLDS records)

4.1.3 Change Accumulation Records

Change accumulation records are used for tracking information about change accumulation groups. This class of records includes:

- Change accumulation group records
- Change accumulation execution records
- Available change accumulation data set records

4.1.4 DBDS Group Records

Database Data Set Group (DBDSGRP) records are used to define the members of a DBDS group. The only record type in this class is a DBDS group record.
4.1.5 Subsystem Records

Subsystem records are used to track the state of IMS in CICS subsystems. The only record type in this class is a SUBSYS record.

4.1.6 Database Records

Database records are used to track the state of:

- Databases
- DBDSs
- Resources required for recovery of DBDSs

This class of records includes:

- Database record
- AREA authorization record
- DBDS record
- Merge-needed record
- Allocation record
- Image copy record
- Reorganization record
- Recovery record

4.2 RECON Header Record

The header is the first record created in the RECON data set by the INIT.RECON command as shown in Figure 26.

![Diagram of RECON Header](HEADER -- HDR EXTN)

*Figure 26. The RECON Header*

The header identifies the data set as a RECON data set and keeps information related to the whole DBRC system. It also controls the concurrent update of the RECON data set by several subsystems. The information kept in this record is read when the RECON is opened and the values are placed in various control blocks. Hence, the default values are accessible to other DBRC routines without additional I/O operations to the RECON data set.

The RECON header record is related to the RECON header extension record.
4.3 RECON Header Extension Record

The RECON header extension record identifies the individual RECON data sets. It is also used in the synchronization process of the two primary RECON data sets. It is created by the INIT.RECON command, together with the RECON header record.

The RECON header extension record is related to the RECON header record, as shown in Figure 27.

```
RECON
RECOVERY CONTROL DATA SET, RELEASE 4
HIGHEST DBDS SEQ=25
INIT TIMESTAMP=88.293 16:46:53.6
NOFORCER LOG DSN CHECK=CHECK1?
STARTNEW=NO CONTROL=SHARE
TAPE UNIT=3400
DASD UNIT=3400
TRACEOFF
SSID=I220

-DBNAME-
-STATUS-
-DBDS-
-RECON1
COPY1
STIMS220.RECON1
RECON2
COPY2
STIMS220.RECON2
RECON3
SPARE
STIMS220.RECON3
```

Figure 27. RECON Information

4.4 DB Record

The Database (DB) record describes a database. See Figure 28.

There is one DB record in the RECON data set for each database that has been registered to DBRC through the use of the INIT.DB command.

A DB record is deleted when the DELETE.DB command is used. After use of DELETE.DB, all DBDS records related to the particular DB record are also deleted.

A DB record includes:

- Name of the DBDS for the database
- Share level specified for the database
- Database status flags
- Current authorization usage
A DB record is symbolically related to:

- The DBDS record for each database data set
- The SUBSYS record for each subsystem currently authorized to use the database.

See Figure 29 below.

<table>
<thead>
<tr>
<th>DBDS Record Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBD=DBGAMAP</td>
</tr>
<tr>
<td>SHARE LEVEL=2</td>
</tr>
<tr>
<td>BACKOUT NEEDED =OFF</td>
</tr>
<tr>
<td>READ ONLY =OFF</td>
</tr>
<tr>
<td>PROHIBIT AUTHORIZATION=OFF</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flags and Counters</th>
</tr>
</thead>
<tbody>
<tr>
<td>BACKOUT NEEDED = OFF</td>
</tr>
<tr>
<td>RECOVERY NEEDED COUNT = 0</td>
</tr>
<tr>
<td>IMAGE COPY NEEDED COUNT = 0</td>
</tr>
<tr>
<td>AUTHORIZED SUBSYSTEMS = 0</td>
</tr>
<tr>
<td>HELD AUTHORIZATION STATE=0</td>
</tr>
<tr>
<td>EQE COUNT = 0</td>
</tr>
</tbody>
</table>

Figure 29. DB Information

4.5 DBDS Record

The Database Data Set (DBDS) record describes a database data set in Figure 30. There is a DBDS record in the RECON data set for each database data set that has been defined to the DBRC using the INIT.DBDS command.

A DBDS record is deleted from RECON with the DELETE.DBDS or the DELETE.DB command.

The DBDS record includes:

- Data set name
- DD name for the data set
- DBD name of the database
- Data set, data base organization
- Status flags for the data set
- Information related to image copy or change accumulation
- Name of the JCL member to be used for GENJCL.IC or GENJCL.RECOV.
A DBDS record has the following relationship to other records:

- DB record for the database to which the data set belongs
- CAGRP record for the change accumulation group to which the database data set belongs (when a change accumulation group has been defined)
- DSLOG, ALLOC, MN, IC, REORG, RECOV, IAUTH records.

See Figure 31 below.

---

**Figure 31. DBDS Information**

---

### 4.6 SUBSYS Record

The Subsystem (SUBSYS) record informs DBRC that a subsystem is currently active, as shown in Figure 32.

A SUBSYS record is created any time a subsystem signs on to DBRCA.

A SUBSYS record is deleted when:

- The subsystem terminates normally
- The subsystem terminates abnormally, but without any database updates
- DBRC is notified of the successful completion of the subsystem recovery process (IMS or CICS emergency restart or batch backout).

The SUBSYS record includes:

- ID of the subsystem
- Start time of the log
- Subsystem status flags
• DBDS name for each database currently authorized to the subsystem.

A symbolic relationship exists with the following record types:

• PRILOG record for the log that the subsystem is creating (or PRIOLD or PRISLDS depending on the type of subsystem)
• DB record for each database currently authorized to the subsystem.

See Figure 33 below.

| SSID=I220 | IRLMID=**NULL** | LOG START=88.327 20:27:03.2 |
| SSSTYPE=ONLINE | ABNORMAL | TERM=OFF |
| RECOVERY STARTED=NO | BACKUP=NO |
| IRLM STATUS=NORMAL |

Authorized Data Bases/Areas=5

-DBD- -AREA- -LEVEL- -ACCESS INTENT- -STATE-
DBGAMBX **NULL** 2 UPDATE 6
DBGAMBP **NULL** 2 UPDATE 6
DBGAMAX **NULL** 2 UPDATE 6
DBGAMAP **NULL** 2 UPDATE 6
DBGAMYB **NULL** 2 UPDATE 6

Figure 33. SUBSYS Information

### 4.7 DBDSGRP Record

The Database Data Set Group (DBDSGRP) record describes a DBDS group, as shown in Figure 34.

The DBDSGRP is created with the use of the INIT.DBDSDGRP command.

It is deleted with the use of the DELETE.DBDSDGRP command.

The DBDSGRP record includes:

• DBDSGRP name
• Name of all the DBDSs for the databases defined in the group
• DD name for all the DBDS of the databases defined in the group.
The DBDSGRP record is symbolically related to each:

- DB record defined in the group
- DBDS record defined in the group.

See Figure 35 below.

```
DBDSGRP
GRPNAME=DBGGRP1 #MEMBERS=5
-DBD- -DDN/AREA-
DBGAMAP DBGAMAP
DBGAMAX DBGAMAX
DBGAMBP DBGAMBP
DBGAMBX DBGAMBX
DBGAMBY DBGAMBY
```

*Figure 35. DBDSGRP Information*

### 4.8 CAGRP Record

The Change Accumulation Group (CAGRP) record describes a change accumulation group as shown in Figure 36. Each CAGRP record lists up to 1024 DBDSs whose change records are accumulated together during an execution of the CAGRP utility.

```
```

*Figure 36. The CAGRP Record*

The CAGRP record is created when the INIT.CAGRP command is used to define the CAGRP to DBRC.

The CAGRP record is deleted when the DELETE.CAGRP command is used. This command also deletes all the CA records related to this particular CAGRP record.

The CAGRP record includes:

- CAGRP name
- DBDS name and the DD name for each DBDS belonging to the CAGRP
- Information related to the CA records
- Skeletal JCL name to be used when the GENJCL.CA command is used
The CAGRP record in Figure 37 below is symbolically related to:

- DBDS record for each member of the CAGRP
- CA records each describing a change accumulation output data set (either used or only pre-allocated).

<table>
<thead>
<tr>
<th>CAGRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRPNAME=DBGCA</td>
</tr>
<tr>
<td>NOREUSE</td>
</tr>
<tr>
<td>#MEMBERS=5</td>
</tr>
<tr>
<td>DBGAMAP</td>
</tr>
<tr>
<td>DBGAMAX</td>
</tr>
<tr>
<td>DBGAMB</td>
</tr>
<tr>
<td>DBGAMBX</td>
</tr>
<tr>
<td>DBGAMBY</td>
</tr>
</tbody>
</table>

*Figure 37. CAGRP Information*

### 4.9 CA Record

The Change Accumulation (CA) record in Figure 38, describes a change accumulation data set. There is a CA record for each used change accumulation output data set and one for each change accumulation output data set predefined to DBRC but not yet used.

<table>
<thead>
<tr>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAGRP</td>
</tr>
</tbody>
</table>

*Figure 38. The CA Record*

The INIT.CA command is used to predefine a change accumulation data set to DBRC when the REUSE parameter has been chosen on the INIT.CAGRP command.

The DELETE.CA command (dealing with a single CA record) or the DELETE.CAGRP command (dealing with all the CA records related to a given CAGRP record) can delete the CA records.

The CA record includes:

- Name of the CAGRP to which it belongs
- Data set name of the change accumulation output data set and the volume serial information
- List of purge times for each of the logs input to the change accumulation.
The CA record in Figure 39 below, is symbolically related to the CAGRP record to which it belongs.

```
CA
DSN=STIMS22O.DBG.CALOG.00001V00   FILE SEQ=1
CAGRP=DBGCA    UNIT=3400
STOP = 88.327   11:22:48.9   VOLS DEF=1   VOLS USED=1
VOLSER=STIMS5
RUN = 88.327    11:24:17.6
  -DBD- -DDN- -PURGETIME- -CHG-CMP- -LSN- -DSSN-
DBGAMAP  DBGAMAP  88.327   11:11:50.5 YES YES 000000000000 000000003
DBGAMAX  DBGAMAX  88.327   11:12:06.6 NO  YES 000000000000 000000000
DBGAMBP  DBGAMBP  88.327   11:12:26.2 YES YES 000000000000 000000000
DBGAMBX  DBGAMBX  88.327   11:12:42.9 YES YES 000000000000 000000000
DBGAMBY  DBGAMBY  88.327   11:12:58.8 YES YES 000000000000 000000000
```

Figure 39. CA Information

4.10 PRILOG/SECLOG Record

The Primary Recovery Log (PRILOG) record or the Secondary Recovery Log (SECLOG) record in Figure 40, describes a log RLDS created by an IMS DC or CICS/OS/VS online system, a batch DL/I job, or the archive utility.

![PriLog/SecLog Diagram](image)

Figure 40. The PRILOG/SECLOG Record

A PRILOG record is created, together with a LOGALL record, whenever a log is opened. If the subsystem is an IMS batch job and dual log is in use, a SECLOG record is also created.

A PRILOG record is deleted in the following cases:

- The command DELETE.LOG INACTIVE deletes all the log records no longer needed for recovery purposes.
- The command DELETE.LOG TOTIME deletes all the inactive log records older than the specified time.
- The command DELETE.LOG STARTIME deletes a particular log record.
The PRILOG (SECLOG) record in Figure 41 below is symbolically related to:

- The LOGALL record for the same log
- The SUBSYS record for the subsystem creating the log (primary or dual) when the subsystem is active

Figure 41. PRILOG Information

4.11 PRISLDS/SECSLDS Record

The Primary System Log (PRISLDS) record or the Secondary System Log (SECSLDS) record in Figure 42 describes a system log SLDS created by an IMS DC online system.

Figure 42. The PRISLDS/SECSLDS Record

A PRISLDS record is created, along with a LOGALL record, whenever a system log is opened. A SECSLDS record can be created at archive time.

A PRISLDS record is deleted in the following cases:

- The command DELETE.LOG INACTIVE deletes all the log records no longer needed for recovery purposes.
- The command DELETE.LOG TOTIME deletes all the inactive log records older than the specified time.
- The command DELETE.LOG STARTIME deletes a particular log record.
The PRISLDS (SECSLDS) record in Figure 43 below is symbolically related to:

- The LOGALL record for the same log
- The SUBSYS record for the subsystem creating the log (primary or dual) when the subsystem is active

![PRISLDS Information](image)

4.12 PRIOLD/SECOLD Record

The Primary OLDS (PRIOLD) record and the Secondary OLDS (SECOLD) record in Figure 44 describe the IMS DC Online Data Sets (OLDS) defined for use. Whenever an OLDS is defined to IMS DC, the PRIOLD record is updated. If IMS dual logging is in use, the SECOLD record is also updated. The PRIOLD (SECOLD) record is deleted by the DELETE.LOG command.

![The PRIOLD/SECOLD Record](image)

The PRIOLD (SECOLD) record in Figure 45 on page 54 is symbolically related to the SUBSYS record for the subsystem using the OLDS (primary or dual).
4.13 LOGALL Record

The Log Allocation (LOGALL) record in Figure 46 lists the DBDSs for which data base change records have been written to a particular log.

A LOGALL record is created whenever a PRILOG record is created.

A LOGALL record is deleted from RECON whenever its corresponding PRILOG record is deleted.
The LOGALL record contains a list of the names of DBDSs that have change records on the log. There is a one-to-one correspondence between entries in this list and ALLOC records. Entries are added in this list when ALLOC records are created and deleted when ALLOC records are erased. When there are no more ALLOC records, this list is empty and the log is no longer needed for future recovery.

The LOGALL record in Figure 47 below is symbolically related to:

- The ALLOC record for each of the entry in the LOGALL record
- The PRILOG record for the same recovery log
- The PRISLDS record for the same system log

Figure 47. LOGALL Information

4.14 ALLOC Record

The Allocation (ALLOC) record in Figure 48 shows that a DBDS has been changed, and that database change records have been written to a particular log.

Figure 48. The ALLOC Record

An ALLOC record is created for a DBDS when a subsystem, signed on to DBRC, updates that DBDS for the first time. The ALLOC record, if still active when the need for recovery arises, shows that the related log must be included in the recovery process.

The ALLOC record is deleted when its DEALLOC time-stamp becomes older than the oldest image copy registered to DBRC for the DBDS.

The ALLOC record in Figure 49 on page 56 is symbolically related to:

- The DBDS record for the DBDS to which the ALLOC record belongs
• The LOGALL record for the log that the ALLOC record identifies
• The PRILOG record through the LOGALL record

![Figure 49. ALLOC Information](image)

### 4.15 MN Record

The merge-needed (MN) record, in past IMS releases, showed that a merge of data base change records recorded in two or more logs for the same DBDS was needed. In IMS Version 2 it still exists, but only for compatibility. See Figure 50 below.

![Figure 50. The MN Record](image)

An MN record is created any time an ALLOC record is created for a DBDS, when another ALLOC record has already been created by some other subsystem for the same DBDS.

An MN record is deleted when all the ALLOC records associated with the MN record have been deleted.

The MN record in Figure 51 is symbolically related to:

- The ALLOC record for each of the subsystems listed in the MN records
- The PRILOG record for each of the logs used by the subsystems listed in the MN records
- The DBDS record for the DBDS to which the MN record belongs
Note: The MN record is *not used* by any related recovery utility in IMS Version 2.

### 4.16 IC Record

The Image Copy (IC) record in Figure 52 describes an image copy output data set.

This record can be created:
- Automatically, when the image copy utility is executed to create a standard image copy
- With the NOTIFY.IC command, when a standard image copy has been created with DBRC = NO
- With the NOTIFY.UIC command, when another nonstandard image copy has been created
- In advance, and reserved for future use with the INIT.IC command, when the related DBDS record has the REUSE option
- By the HISAM reload utility, which creates an IC record pointing to the unload data set if the REUSE option is not being used for the DBDS under reload.

This record is deleted when the maximum image copy generation count is exceeded and its time-stamp is beyond the recovery period.

An option available with the image copy utility allows the user to create two copies of the same IC, referred to as image copy-1 and image copy-2. Both copies are described by the IC record.
The IC record is symbolically related to the DBDS record for the DBDS to which it belongs. See Figure 53 below.

**Figure 53. IC Information**

### 4.17 REORG Record

The Reorganization (REORG) record in Figure 54 informs DBRC that a reorganization of a particular DBDS has taken place.

**Figure 54. The Reorg Record**

With this information, DBRC will not allow recovery operations beyond the time-stamp of this reorganization.

The REORG record is created when:

- A HISAM or HDAM reload utility is successfully executed
- A prefix update utility is executed

The REORG record is deleted when its creation time-stamp is older than the last IC associated with the database data set.

The REORG record in Figure 55 is symbolically related to the DBDS record for the database data set to which it belongs.

**Figure 55. REORG Information**
4.18 RECOV Record

The Recovery (RECOV) record in Figure 56 informs DBRC that the recovery of a particular DBDS has taken place. With this information, DBRC knows when a time-stamp recovery has been performed.

![Figure 56. The RECOV Record](image)

The RECOV record is created when the IMS DB recovery utility is successfully executed.

A RECOV record is erased when its creation time-stamp is found to be older than the oldest IC record associated with the DBDS.

The RECOV record in Figure 57 below is symbolically related to the DBDS record for the database data set to which it belongs.

![Figure 57. RECOV Information](image)

4.19 AAUTH Record

The Area Authorization (AAUTH) record in Figure 58 indicates the sharing status of a Fast Path Database Area.

![Figure 58. The AAUTH Record](image)

It is symbolically related to the DBDS record for the DBDS to which it belongs.
4.20 Interim Log Records

During the DUP phase of the IMS log recovery utility DFSULTRO, interim log records are created for the RECON data set. All these records are temporary records and are deleted when:

- The REP phase of the utility successfully completes
- The DUP phase resolves all errors

These interim log records are as follows:

- IPRILOG Interim primary recovery log record
- ISECLOG Interim secondary recovery log record
- IPSLDS Interim primary system log record
- ISSLDS Interim secondary system log record
- IPRIOLD Interim primary OLDS record
- ISECOLD Interim secondary OLDS record
Chapter 5. Normal Recovery Situations

This chapter explains the following normal recovery situations:

- Recovery (full or partial) of a database
- Batch backout
- Recovery with a merge needed situation

5.1 Full Recovery of a Database Data Set

A full recovery of a DBDS or DEDB area data set requires the most recent image copy data set. It performs the following tasks:

- The image copy data set is restored to DASD
- Changes made to the DBDS or DEDB area data set since the time-stamp of the image copy data set are applied to the restored DBDS or DEDB area data set. These changes can be contained in:
  - Change accumulation data sets
  - Log data sets (RLDS or SLDS)

5.1.1 Full Recovery—Input

The input to the data base recovery utility consists of the following items:

1. The control statement identifying the DBDS for which a full recovery is requested.
2. The IMS DBD library providing information about the data set organization of the DBDS to be recovered.
3. The RECON data set verifying the correctness of the JCL input for the recovery. The RECON data set is the source for the data set name and volume information for the DSLOG data set that is dynamically allocated during this recovery.
4. The image copy data set used as the base for the recovery. The database recovery utility applies change records from other sources to a copy of this image copy data set to produce the recovered DBDS.
5. The change accumulation data set (if present) accumulates the change records that occurred since the image copy data set was made. The change accumulation data set is used as the first source of change records.
6. The DSLOG data set (if present) accumulates the change records for the DBDS that have occurred since the change accumulation data set was made. It includes all remaining change records with the exception of those found in most recent log data sets. (This data set will not be supported by future releases of IMS).
7. The log data set (if present) for this DBDS contains the change records that have occurred since the DSLOG data set was made. A volume of the log data set contains the final change records available for this DBDS.

5.1.2 Full Recovery—Output

The output from the database recovery utility consists of the following items:
1. The **DBDS**, which is fully recovered.

2. The RECON data set that is updated with the **RECOV** record, to indicate the time-stamp of the recovery of the DBDS.

3. A message, written to a **SYSPRINT** data set, that indicates that the DBDS was successfully recovered; or a diagnostic message indicating the type of failure and the reasons for it.

### 5.1.3 Full Recovery—Example

Figure 59 shows the GENJCL command used to generate the recovery JCL of a database.

```plaintext
GENJCL.RECOV DDN(DBGAMAP) DBD(DBGAMAP)
```

*Figure 59. DBRC Command for Recovery*

Figure 60 on page 63 shows the skeletal recovery JCL, used by the GENJCL command shown in Figure 59.

Figure 61 on page 64 shows the recovery JCL generated by the GENJCL.RECOV command of Figure 59.
Figure 60. Skeletal JCL for Recovery
5.2 Time-Stamp Recovery

A time-stamp recovery of a DBDS creates a DBDS at the same level as it was at the specified time.

The time-stamp for a DBDS recovery can specify any time when the DBDS was not being updated (that is, any time for which no ALLOC record for the DBDS exists in the RECON).

Time-stamp recovery is typically used in a batch environment to restore the databases to the state they were at the beginning of a batch run. For example, a time-stamp recovery can be used when the next step of a job aborted or had the wrong input, and a rerun of the entire job stream, without batch backout for all the steps, is required.

5.2.1 Example of a Time-Stamp Recovery

Figure 62 shows three examples of a time-stamp recovery.

Figure 61. Generated JCL for Recovery
1. EXAMPLE A

At time $T2$, a GENJCL.RECOV for the DBDS is run. The time-stamp specified for the recovery is the time $T1$, the stop time of a log volume. The Recovery Control utility generates a job for the database recovery utility that includes ddnames for all the recovery data sets needed in the recovery to time $T1$. The requested data sets are:

- The image copy ($IC1$) data set created at time $T0$.
- All log data sets created between time $TO$ and time $T1$ ($L1 + L2$)

After the recovery, a database image copy utility for the DBDS is run ($IC3$). At time $T2$, the DBDS is as it was at time $T1$, with an image copy data set as a backup.

Figure 62. Time-Stamp Recovery of a DBDS
2. **EXAMPLE B:**

   The time-stamp recovery from time \( T4 \) to time \( T3 \) is similar to that of example A, because an image copy data set has been created after the previous time-stamp recovery (at time \( T2 \)).

3. **EXAMPLE C:**

   Performing a time-stamp recovery from time \( T3 \) to time \( T1 \), the DBDS is as it was at time \( T1 \), and the log data sets L3 and L4 are not used in any future recovery.

   The result of a GENJCL.RECOV command for a full recovery to be run at \( T4 \) of example C now includes:
   
   - The image copy data set created at time \( T0 \) (IC1)
   - The change accumulation data set created between time \( T0 \) and time \( T1 \) (CA1)
   - The log data set with stop time between \( T3 \) and \( T4 \) (L5).

5.2.2 **Recommendations after Doing a Time-stamp Recovery**

   The database image copy utility should be run after the time-stamp recovery of a DBDS.

   This image copy should be run before allowing IMS to do any further processing on the DBDS.

   Future recoveries of this DBDS are greatly simplified by the presence of an image copy data set that reflects the time-stamp recovery.

5.3 **BMP Recovery**

   Recovery from BMP failures are more complicated than recovery from batch failures. The BMP runs in the same environment with all the online transactions. The dynamic transaction backout should have returned the databases to the last checkpoint automatically unless a message has been produced to indicate that batch backout is required. The first step in any BMP recovery is to determine if batch backout is required.

   In most situations it is easier to restart the failed BMP than to try to rerun it.

   Consider the following recommendations as standard for all BMP programs:

   - All BMP programs should issue checkpoints except in the following cases:
     - The highest PROCOPT is GO. A processing intent of RD or higher may cause enqueue and affect online transaction performance. For more details about enqueue, see 1.3.6, “Program Isolation and Enqueue” on page 4.
     - The programs are message-driven and have a MODE of single (SNGL). In this case there is an automatic sync point any time the program reads a new message from the queue (GU). For more details about SYNC points, see 1.3.12, “Commit Points” on page 5. Each program should have a unique checkpoint ID prefix to ensure unique checkpoint IDs.
     - The frequency of checkpoints (number of updates between checkpoints) should be made variable without requiring program code changes (parameter driven).
When restarting a BMP, the following information applies:

- The checkpoint of LAST is valid while the OLDS is available.
- The OLDS should be available until it is reused, not just archived.
- The checkpoint must be unique, or unpredictable results can occur.
- When restarting from an RLDS/SLDS, the correct checkpoint ID must be used (LAST is only valid from an OLDS).
- Backout to any checkpoint other than the last should never be done unless only one PSB was updating all the affected databases.

**Note:** If a program cannot provide a unique checkpoint ID, IMS always provides (together with the program checkpoint ID) a 12 byte checkpoint ID.

This system-provided ID consists of the time/date stamp and has the form IIDDDHHMMSST. In this ID the IIDDD is the region ID and HHMMSST is the actual time of the checkpoint expressed in hours (HH), minutes (MM), seconds (SS), and tenths of a second (T). These 12 bytes are enough to provide uniqueness.

5.4 Batch Backout

The batch backout utility is used to recover databases to a point before a program start time or to a given checkpoint.

The batch backout utility operates as a normal IMS batch job using the PSB of the program whose effects are to be backed out.

5.4.1 Batch Backout: Input

The input to the batch backout utility consists of:

- Log data sets (RLDS, SLDS) containing the database updates to be backed out:
  - When the updates to be backed out are from a batch job, the complete log from a single run of that job must be provided.
  - When the database updates to be backed out were done in an online IMS system, all the log data sets must be included, from the last SYNC point of the program being backed out, to the point where all the databases being backed out have been stopped.
- The databases whose updates are to be backed out. All the data sets related to the databases in the PCBs used for the updates must be provided.

To determine what is to be backed out, the following optional control statements may be provided:

- **CHKPT statement**
  The CHKPT statement identifies an earlier checkpoint to back out to. This control statement is valid ONLY if the input log is from an IMS batch job that did not use IRLM.

Do not use the CHKPT statement when backing out a BMP. Batch backout used for backing out BMP always uses the first checkpoint that is encountered when reading backwards from the end of the log data set.
• **COLDSTART** statement

The COLDSTART statement is used to back out all databases with incomplete online updates (MPP or BMP), using a chosen PSB, to the last SYNC point. When this control statement is specified, the last OLDS allocated to the online IMS system must be used as input.

• **DATABASE** statement

The DATABASE statement is used for a backout that requires more than 11 log data sets, and it is only valid for IMS online regions.

### 5.4.2 Batch Backout: Output

The output from the batch backout utility consists of:

- The input databases with the changes made by the incomplete transactions or jobs backed out to the last SYNC point (or, if the CHKPT statement was used, to the specified checkpoint).
- An output log that must be kept as future input to the database recovery utility, in case a forward recovery has to be performed on any of the backed out databases.

### 5.4.3 Batch Backout of a Normally Terminated Batch Job

A batch job, using DBRC but without IRLM, terminates normally. When this normally terminated job has to be completely backed out, the DBRC parameter on the JCL must have the value **C**.

This is the only case where the batch backout utility can back out updates of a normally terminated job.

### 5.4.4 Batch Backout: Log Example

Batch logging writes a "before" image and an "after" image of any updated segment into the log data set. This enables backout or forward recovery to replace the correct image of the segment on the database.

During forward recovery the "after" image is used, and during backout the "before" image is used.

Batch backout replaces the segment on the database with the "before" image from the input log, but also follows the logic of writing the "after image" (not the "before image") to the new log data set.

This log created by the run of the batch backout must be treated like any log created by an updating subsystem. It must be retained until the next image copy of all the affected databases is taken.

Figure 63 shows an example of the batch backout logs being used as input to a recovery.
The following events occur:

1. At time $T_0$ an IC1 is taken.

2. At time $T_1$, the batch job, JOB1, performs the following actions:
   1. Updates the segments A and B
   2. Issues the checkpoint A7000001
   3. Updates the segment D
   4. Fails for some reason

   The log data set (L1) contains the following change records:
   - Segment A before image ($A$)
   - Segment A after image ($A'$)
   - Segment B before image ($B$)
   - Segment B after image ($B'$)
   - Checkpoint A7000001
   - Segment D before image ($D$)
   - Segment D after image ($D'$)

3. At time $T_2$, a batch backout (JOB2) is run using the checkpoint A7000001.
   All updates after this checkpoint are backed out. Only segment D is affected by the backout.

   The log data set (L2) contains the following change records:
   - Segment D after image ($D'$)

4. At time $T_3$, a batch job (JOB3) performs the following actions:
   1. Updates the segment E
   2. Issues a checkpoint A7000002
   3. Ends normally

   The log data set (L3) contains the following change records:
   - Segment E before image ($E$)
   - Segment E after image ($E'$)
5. At time $T4$ a full recovery is run. The required inputs are:
   - IC1 data set
   - L1 data set
   - L2 data set
   - L3 data set

6. Conclusion: If the batch backout log ($L2$) is not used, then segment D is updated by the record on log L1 (only). Thus, it becomes $D'$ and not the correct segment D.

5.5 Recovery from an Online Image Copy

Consider the following scenario:

1. A BMP job is running and updating databases.
2. Concurrently, an online image copy (OIC) is running using the same databases.
3. After having finished the previous job, a recovery for those databases is required.

The following steps must be performed:

1. Deallocate the data bases.
2. Archive any OLDS that was online during the execution of the BMP and the OIC jobs. This can be accomplished by issuing a /DBR command (without the NOFEOV parameter) for the databases. The result is an OLDS switch and an automatic archive.
   
   **Note:** If automatic archiving is not used, a manual archive is needed.
3. Issue the GENJCL.RECOV. The results of the GENJCL are shown in the Figure 64 on page 71
4. Run the recovery using the proposed JCL.

**Note:** Performing a recovery without archiving the OLDS (/DBR) produces the message shown in Figure 65.
Figure 64. Generated JCL for Recovery Example

IMS/VS DATA BASE RECOVERY CONTROL SERVICES, RELEASE 4
GENJCL.RECOV GROUP(DBGGRP1) JOB(DBGJOBR) ONNLJOB
DSPO274I UTILITY REQUESTING AN UNARCHIVED ONLINE LOG
DSPO274I PROCESSING TERMINATED WITH CONDITION CODE = 12

Figure 65. Error Messages for Recovery without /DBR
5.6 Recovery with a Merge-Needed Situation

When DBRC detects a situation where more than one log may have been used in a given period of time, DBRC creates a merge-needed (MN) record in the RECON. This situation can arise for the following reasons:

- The database was involved in block level sharing with two subsystems active at the same time.
- The database was deallocated from an online subsystem with the NOFEOV parameter to allow a batch update job to run and then was reallocated to the online subsystem.

In this case a merge-needed record is placed in the RECON.

- The database was deallocated from an online subsystem without the NOFEOV parameter to allow a batch update job to run and then was re-allocated to the online subsystem.

In this case a merge-needed record is not placed in the RECON. When a recovery is attempted, DBRC is able to determine that a merging of log data sets is required before a recovery could be run.

A change accumulation is required to merge the logs and remove the merge-needed situation before the recovery JCL can be generated.

Once the CA has been run, the normal GENJCL.RECOV can be used to create the required recovery JCL.

5.6.1 Merge-Needed Record Created

In the following example, the database has been deallocated with the NOFEOV parameter and then reallocated to the IMS system after a batch update job has been run.

The same RLDS data set (STIMS220.RLDS.G0003V00) has one allocation time before and one after the batch log (STIMS220.DBG.B01LOG.G0005V00) allocation time.

This could happen regardless of the number of OLDS switches which may have occurred while the databases were off-line, depending on the archive frequency.

Figure 66 on page 73 and Figure 67 on page 74 shows RECON listings created by LIST.HISTORY commands. These listings also include the CA record created by the change accumulation to merge the two logs.

Note: The MN record exists for compatibility purpose only. Recovery related utilities no longer use this record.
Normal Recovery Situations

### DB History RECON Listing showing a merge-needed situation

<table>
<thead>
<tr>
<th>DB</th>
<th>DSN=STIMS220.DBG.DBGAMAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alloc</td>
<td>ALLOC = 88.327 12:56:53.0* START = 88.327 12:41:15.3</td>
</tr>
<tr>
<td>Dealloc</td>
<td>ALLOC = 88.327 12:59:10.3 DSN=00000004</td>
</tr>
</tbody>
</table>

**Priorlog**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>DSN=</th>
<th>ALLOC = 88.327 12:41:15.3 STOP = 88.327 13:03:26.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSID=</td>
<td>1220</td>
<td>IMS</td>
<td>88.327 12:56:53.0</td>
</tr>
</tbody>
</table>

**Dsn=Sims220.RLDS.G0003Vol0 Unit=3400**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>DSN=</th>
<th>Alloc = 88.327 13:00:21.6 START = 88.327 13:00:13.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSID=</td>
<td>1220</td>
<td>IMS</td>
<td>88.327 12:41:15.3</td>
</tr>
</tbody>
</table>

**Associated Subsystem Information**

- **SSID** = I220 # DSN=1 IMS
- **DSN=** STIMS220.RLDS.G0003V00 **UNIT=** 3400
- **Start** = 88.327 12:41:15.3 **Stop** = 88.327 13:03:26.1
- **File Seq=0001** # **Volumes=** 000000000000 00000006

**Allocate**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>DSN=</th>
<th>Alloc = 88.327 13:00:21.6 START = 88.327 13:00:13.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSID=</td>
<td>1220</td>
<td>IMS</td>
<td>88.327 12:41:15.3</td>
</tr>
</tbody>
</table>

**Dsn=Sims220.Dbg.B01Log.G0003Vol00 Unit=3400**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>DSN=</th>
<th>Alloc = 88.327 13:02:34.9 START = 88.327 13:00:38.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSID=</td>
<td>1220</td>
<td>IMS</td>
<td>88.327 12:41:15.3</td>
</tr>
</tbody>
</table>

**Allocate**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>DSN=</th>
<th>Alloc = 88.327 13:03:26.1 START = 88.327 13:00:21.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSID=</td>
<td>1220</td>
<td>IMS</td>
<td>88.327 12:41:15.3</td>
</tr>
</tbody>
</table>

**Ca**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>DSN=</th>
<th>Alloc = 88.327 15:49:25.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSID=</td>
<td>1220</td>
<td>IMS</td>
<td>88.327 13:03:26.1</td>
</tr>
</tbody>
</table>

**Run**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>DSN=</th>
<th>Alloc = 88.327 15:49:25.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSID=</td>
<td>1220</td>
<td>IMS</td>
<td>88.327 13:03:26.1</td>
</tr>
</tbody>
</table>

Figure 66. DB History RECON Listing showing a merge-needed situation
If a GENJCL.RECOV command is attempted while a merge-needed situation exists, then the message in Figure 68 is issued.

```
IMS/VS DATA BASE RECOVERY CONTROL SERVICES, RELEASE 4
GENJCL.RECOV GROUP(DBGGRP1) JOB(DBGJOB1) ONEJOB
DSPO2011 LOG MERGE REQUIRED FOR RECOVERY REQUEST
DSPO2009I PROCESSING TERMINATED WITH CONDITION CODE = 12
```

Figure 68. Merge Needed RECON Listing (Termination Message)

### 5.6.2 Merge-Needed Record Not Created

In this example, a database has been deallocated without the NOFEOV parameter and then reallocated to the IMS system after a batch update job has been run.

In this case a merge-needed record has not been created. The PRILOG record for the online system has multiple RLDS records:

- The first RLDS (STIMS220.RLDS.G0003V00) starts and stops before the batch log (STIMS220.DBG.B01LOG.G000BV00).
- The second RLDS (STIMS220.RLDS.G000BV00) starts before the batch log and stops after it.
- The third RLDS (STIMS220.RLDS.G000V009V00) starts and stops after the batch log.

The start and stop time of the batch subsystems PRILOG record contains a time within the time period of the PRILOG record of the online system.

Because of this, DBRC needs to ensure that the log change records are processed in the correct time sequence, and the only way to do that is to merge the log files with a change accumulation run. Figure 69 on page 75 shows a RECON listing taken after all the RLDS have been created.
Figure 69. Merge-Needed RECON Listing (Partial Printout)

Figure 70 uses the DBICF DB history function to list the same time period. It clearly shows the sequence of allocations.
5.7 Daylight Savings Time for IMS Users

On a Sunday in autumn, most states change the official time from daylight savings time to standard time. At some time on that Sunday, the MVS machine clock is set back one hour. Normally, this occurs at 2:00 AM.

This resetting of the MVS machine clock has serious implications for an IMS subsystem that is running during this period. Database recovery depends greatly upon the log record time-stamps, and the IMS time-stamp cannot decrease its own value.

5.7.1 IMS without the Use of DBRC

A number of options exist for the IMS subsystem that is not using DBRC:

1. Do not run any IMS subsystems during the "duplicate" time period (the one hour period between the original 2:00 AM and the new 2:00 AM). This option is still the easiest to implement.

2. Bring all IMS subsystems down immediately prior to resetting the clocks. Reset the clocks. Backup all databases updated in the preceding hour. Restart the IMS subsystems.

3. If no time is available for backing up the databases between the time the subsystems were brought down, the clocks were reset, and the subsystems were restarted, the operators must remember which logs were created under the daylight savings time and which logs were created under the standard time.

4. Any database recovery using a backup created under daylight savings time must be performed in two steps:
   - Recover the database up to the time change and use the image copy and the log data sets created prior to the time change.
   - Perform a second recovery using the logs created after the time change.

5. All IMS subsystems must be terminated prior to the time change, for the following reasons:
   - IMS subsystems generally use the hardware clock (STCK instruction), rather than the MVS TIME macro, to obtain the time.
At subsystem initialization time, IMS computes an adjustment factor to convert the STCK value to a date and time. This adjustment factor is recomputed every midnight for IMS.

Resetting the MVS clock while an IMS subsystem is running means that the subsystem does not recognize the time immediately.

Other subsystems started after the change will use the new time; these new subsystems are running one hour behind the old subsystems.

The IMS subsystems running prior to the time change continue their executions past midnight (old time), then they reset their internal clocks back one hour, causing negative time breaks in the logs.

5.7.2 IMS and DBRC with Registered Databases

When the IMS subsystem is using DBRC with registered databases (Recovery or Sharing control environment), IMS does not have many options, because:

- Almost all of the record types in the RECON data sets have time-stamps. Some of these time-stamps are provided by the IMS modules that invoke DBRC, and some of these time-stamps are obtained by the DBRC code (with the TIME macro).

- DBRC assumes that the time never goes backwards, and it is coded with this basic assumption.

Therefore, the DBRC user has only the following choices:

- Terminate all IMS subsystems prior to resetting the MVS clock.
- Do not run any new IMS subsystems for one hour.

Note: There are no other options available if the user expects DBRC to perform correct recovery automatically.

5.7.3 IMS, DBRC and Log Control

The IMS subsystem that is only using DBRC to manage the online logs (that is, no databases are registered, and the RECON data sets were initialized with RECOVCTL) has the same options as the IMS subsystem without DBRC.

When the online system is brought down, the operator must switch to a clean set of RECON data sets (that is, no PRIOLDs or PRISLDS records registered for the subsystem) and then bring the online system back up with a COLD START.
Chapter 6. Abnormal Recovery Situations

This chapter explains non-normal operations, such as when a recovery operation cannot be performed using the primary copy (or the last version) of the required data sets (image copy, log or other).

6.1 Recovery with an Invalid IC Data Set

What happens to the log data set required for recovery if an IC data set becomes unavailable? When change accumulation is used, log data sets that were used as input to the change accumulation may still be required.

The use of the change accumulation does not remove the need to retain all log data sets until an image copy of all affected databases has been taken.

6.1.1 Example of an Invalid IC Data Set

In Figure 71, only a single IC data set is produced by each backup job.

![Figure 71. Full Recovery Using the IC-1 Version](image)

This example shows:
1. At time T0, an image copy (IC1) is taken.
2. Between T0 and T1, two log data sets (L1 and L2) are produced and a change accumulation is run to merge the two logs (CA1).
3. At time T1, a second image copy (IC2) is taken.
4. Between T2 and T3, two log data sets (L3 and L4) are produced and then a second change accumulation is run to merge the two logs (CA2).
5. At time T2, a full recovery is required. The IC2 data set taken at T1 has been marked invalid. DBRC generates the recovery JCL with the following input:
   - IC1 data set
   - CA1 data set
   - L3 data set
   - L4 data set
6.1.2 Conclusions

The following conclusions can be extracted from the example shown in Figure 71 on page 79:

1. The CA2 data set is not used.
   When DBRC detects the error on the IC2, this data set has a given time-stamp. From that time-stamp on, only log data sets are used.

2. Producing the change accumulation data set CA2 does not eliminate the need to retain all log data sets until the next IC is taken.
   It is the NOTIFY.IC command (generated by the IC job) that marks the log data sets as no-longer-required.

**Note:** Retain all log data sets until the DBRC determines that they are no longer required. When DASD logs are used and space considerations are a problem, the logs can be archived to tape with the log archive utility run with DBRC active.

6.2 Removing Image Copy Information from RECON

The following example presents a situation where there is a need to remove the information about the last IC data set.

6.2.1 Example Scenario

Consider the example scenario depicted in Figure 72.

This example shows:

1. At time $T_0$, an image copy (IC1) is taken.

2. Between times $T_0$ and $T_1$, two batch logs are produced, and a change accumulation is run (CA1) to merge the two logs.

3. At time $T_1$, a second image copy (IC2) is taken.

4. At time $T_2$, (for some valid reason) it is decided to remove the image copy information taken at time $T_1$.

5. Figure 73 shows the RECON information after the second IC has been run and before any change has been applied.
The task of updating the RECON can be performed through a direct DBRC command or through the use of the GENJCL.USER function.

### 6.2.2 DELETE.IC DBRC Command

The DELETE.IC command removes the IC information. To execute the DELETE.IC command, supply the DBDNAME, DDNAME and the start time of the IC data set. This can be accomplished by listing the RECON information and entering the RECTIME into each DELETE.IC command required. See Figure 74 for an example of the command.

```
DELETE.IC DBD(DBGAMAP) DDN(DBGAMAP) RECTIME(883141846225)
```

### 6.2.3 GENJCL.USER Function

The normal solution (through the use of DELETE.IC commands) can be a tedious task if more than one database is involved, for instance, if the IC was requested and run at DBDSGRP level.

To provide a better solution, Figure 75 shows a GENJCL.USER function to produce the same result for an entire DBDSGRP and the related skeletal JCL.
6.2.4 Additional Details

The commands proposed in this example work successfully. Other points to be considered are:
• If a DELETE.LOG INACTIVE command was issued after time T1, the two RLDS and the CA data sets would have been marked no-longer-needed by the second image copy and therefore deleted from the RECON.

• If the IC was done at a DBDSGRP level, then the deleting of RECON information should also be done using that DBDSGRP. In this way, information for related databases is maintained at the same level.

• Removing IC information from RECON must be performed with a good understanding of the effects that it will have on future recovery processing.

• An IC backup for any database effected by the removal of IC information must be taken as soon as possible. This simplifies any future recovery situations and helps in ensuring database integrity.

6.3 Recovery from a Secondary IC Data Set

This example describes a situation where a secondary image copy data set is used because the first image copy data set is marked as invalid.

6.3.1 Image Copies Listed in RECON

A partial listing of RECON, in Figure 77, shows that there are two image copy data sets for the database DBGAMAP (time-stamp 88.31318:29:37.9):

- STIMS220.DBG.DBGAMAP.IC1
- STIMS220.DBG.DBGAMAP.IC21

```
88.313 18:31:12.2 PARTIAL LISTING OF RECON

DB
  DBD=DBGAMAP

IMAGE
  RSN = 88.313 18:29:37.9a RECORD COUNT =155
  STOP = 00.000 00:00:00.0 BATCH

IC1
  DSN=STIMS220.DBG.DBGAMAP.IC1
  INIT=3400
  FILE SEQ=0001
  VOLS DEF=0001 VOLS USED=0001
  VOLSER=STIMS5

IC2
  DSN=STIMS220.DBG.DBGAMAP.IC21 FILE SEQ=0001
  INIT=3400 VOLS DEF=0001 VOLS USED=0001
  VOLSER=STIMS5
```

Figure 77. RECON Listing for One DB

6.3.2 Invalid Image Copy Record

For some reason (media failures, for instance), the image copy data set (STIMS220.DBG.DBGAMAP.IC1) is no longer available or valid.

In this case DBRC must be informed that the IC1 data set is not available. This can be done with the CHANGE.IC command.
Figure 78 shows the result of using the CHANGE.IC command with the parameter INVALID for the given time-stamp (RECTIME). This command uses the skeletal JCL that was shown in Figure 60 on page 63.

```
IMS/VS DATA BASE RECOVERY CONTROL SERVICES, RELEASE 4
CHANGE.IC - INVALID -
DBD(DBGAMAP) RECTIME(883131829379)
DSPO201I COMMAND COMPLETED WITH CONDITION CODE 00
DSPO202I COMMAND COMPLETION TIME 88.313 18:50:10.2
IMS/VS DATA BASE RECOVERY CONTROL SERVICES, RELEASE 4
DSPO211I COMMAND PROCESSING COMPLETE
DSPO211I HIGHEST CONDITION CODE = 00
```

Figure 78. Change IC Record

6.3.3 Recovery Using the Secondary IC Data Set

Figure 79 on page 84 shows that a recovery of the DBDS DBGAMAP now successfully uses as input the secondary image copy data set.

- STIMS220.DBG DBGAMAP.IC21

```
//DEFINE EXEC PGM=IDCAHS,
// COND=(O,LT)
//*
//* DELETE/DEFINE DATABASE DATASET
//*
//SYSPRINT DD SYOUT=*
//SYSIN DD DSN=STIMS220.DBG.UTIL(DBGAHP,DISP=SNR
//*
//RECOVER EXEC PGM=DFSRRC00,
// PARM='UDS,DFSURDB0,DBGAMAP',REGION=4096K
//*
//* RECOVER DBGAMAP DATABASE DATASET
//*
//STEPLIB DD DSN=SYSC.STIMS220.RRS1.B,DISP=SHR
//SYSPRINT DD SYOUT=*
//IMS DD DSN=STM22XX.DBDSLIB,DISP=SHR
//DBGAMAP DD DSN=STIMS220.DBG.DBGAMAP,DISP=SNR,AMP=('BUFND=30')
//DFSUDUMP DD DSN=STIMS220.DBG.DBGAMAP.IC21,DISP=SNR,DCB=BUFNO=10
//DFSVXCM DD DUMMY
//DFSULOG DD DUMMY
//DFSVSAMP DD DSN=R82123R.DBG.UTIL(ISSYBUF1,DISP=SNR
//SYSIN DD *
// EXEC DBGAMAP DBGAMAP DFSUDUMP DBGAMAP RESTORE CONTROL
//*
```

Figure 79. Recover DB with Invalid First IC

6.4 Recovery Using Secondary RLDS

This example describes a situation where DUAL LOGGING is used and the primary log is no longer valid or usable.

6.4.1 Log Records Listed in RECON

A partial listing of RECON in Figure 80 on page 85 shows PRILOG and SECLOG information:

- PRILOG = STIMS220.DBG.B01LOG.G0001V00
- SECLOG = STIMS220.DBG.B01LOG2.G0001V00
6.4.2 PRILOG Record Flag Marked in ERROR

For some reason (such as media failures) the PRILOG record (STIMS220.DBG.B01LOG.G0001V00) is no longer available or valid.

In this case DBRC must be informed that the PRILOG record is not available. This can be done with the CHANGE.PRILOG command.

Figure 81 shows the result of the CHANGE.PRILOG command with the ERROR parameter for the given time-stamp (STARTIME).
6.4.3 Recovery without the PRILOG Record

Figure 82 shows that a recovery of the DBDS DBGAMBP now successfully uses the secondary log data set as input:

- STIMS220.DBG.BOlLOG2.G0001V00

6.5 Recovery from SLDS Instead of a Bad RLDS

The Recovery Log Data Set (RLDS) contains all the log records needed for database recovery. When the RLDS is known to DBRC, the RLDS is used instead of the SLDS, by the GENJCL mechanism to create the JCL for DB recovery or change accumulation.

6.5.1 Write Error During an Archive

If a write error occurs on an RLDS during an archive, the simplest solution is to rerun the archive operation.
6.5.2 RLDS is Unavailable

When a read error occurs on an RLDS, or when the RLDS is unavailable and there is no secondary RLDS, SLDS must be used in its place.

In a DBRC Recovery or Share control environment, the RECON must be updated to reflect the error of the RLDS. The actions required are either:

- A copy of the SLDS using IEBGENER or DFSUARCO to a new data set with the same name and VOLSER as the bad RLDS. In this case no update to the RECON is needed. The only problem could be space, because the SLDS is larger than the RLDS.

- An update of the PRILOG record in the RECON, with DSN and VOLSER information, to point at the SLDS, using the CHANGE.PRILOG command.

6.5.3 Update of the RECON

Figure 83 on page 88 shows a partial listing of the RECON with information about RLDS and SLDS before any change:

- PRILOG
  - DSN=STIMS220.RLDS.GOOO1VOO
  - DSN=STIMS220.RLDS.GOOO2VOO

- PRISLDS
  - DSN=STIMS220.SLDS.GOOO1VOO
  - DSN=STIMS220.SLDS.GOOO2VOO

Figure 84 on page 88 shows the CHANGE.PRILOG command where the parameter DSN points to the SLDS.

The correct SLDS to choose is shown in the listing of the RECON, where the start time of SLDS and RLDS is the same.

The parameter DSSTART is required if the PRILOG has multiple data set entries. When the SLDS is on a different volume, the parameters NEWVOL and OLDVOL must be specified.
**Partial Listing of RECON**

| PRILOG | START = 88.321 17:15:53.9 | STOP = 88.321 17:27:33.3 |
| SSID=I220 | DSN=2 | IMS |
| DSN-STIMS220.SLDS.G0001V00 | UNIT=3400 |
| START = 88.321 17:15:53.9 | STOP = 88.321 17:24:41.8 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS4 | 88.321 | 17:24:41.8 |
| DSN-STIMS220.RLDS.G0002V00 | UNIT=3400 |
| START = 88.321 17:24:41.8 | STOP = 88.321 17:27:33.3 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS5 | 88.321 | 17:27:33.3 |

**LOGAL1**

| START = 88.321 17:15:53.9 |
| DSN=STIMS220.SLDS.G0001V00 | UNIT=3400 |
| START = 88.321 17:15:53.9 | STOP = 88.321 17:24:41.8 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS4 | 88.321 | 17:24:41.8 |
| DSN=STIMS220.SLDS.G0002V00 | UNIT=3400 |
| START = 88.321 17:24:41.8 | STOP = 88.321 17:27:33.3 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS4 | 88.321 | 17:27:33.3 |

**PRILOG**

| START = 88.321 17:15:53.9 | STOP = 88.321 17:27:33.3 |
| SSID=I220 | DSN=2 |
| DSN-STIMS220.SLDS.G0001V00 | UNIT=3400 |
| START = 88.321 17:15:53.9 | STOP = 88.321 17:24:41.8 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS4 | 88.321 | 17:24:41.8 |
| DSN-STIMS220.RLDS.G0002V00 | UNIT=3400 |
| START = 88.321 17:24:41.8 | STOP = 88.321 17:27:33.3 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS5 | 88.321 | 17:27:33.3 |

**PRIOLD**

| START = 88.321 17:15:53.9 | STOP = 88.321 17:27:33.3 |
| SSID=I220 | DSN=2 |
| DSN-STSINS220. SLDS.G0001V00 | UNIT=3400 |
| START = 88.321 17:15:53.9 | STOP = 88.321 17:24:41.8 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS4 | 88.321 | 17:24:41.8 |
| DSN-STSINS220. RLDS.G0002V00 | UNIT=3400 |
| START = 88.321 17:24:41.8 | STOP = 88.321 17:27:33.3 |
| FILE SEQ=0001 | VOLUMES=0001 | VOLSER- | STOPTIME- |
| STIMS4 | 88.321 | 17:27:33.3 |

**Figure 83. Logs Listed in RECON after CHANGE.PRILOG**

**Figure 84. Change PRILOG Record Pointing at the SLDG**

Figure 85 on page 89 shows the partial listing of RECON after execution of a CHANGE.PRILOG command.

Figure 86 on page 89 shows that after the change, a recovery of the DBDS DBGAMAP successfully uses the following SLDG as input:

- STIMS220.SLDS.G0015V00
Abnormal Recovery Situations

Partial Listing of RECON

PRILOG
START = 88.321 17:15:53.9* STOP = 88.321 17:27:33.3
SSID=1220 DSN=2 IMS

UNIT=3400

START = 88.321 17:15:53.9 STOP = 88.321 17:24:41.8
FILE SEQ=0001 #VOLUMES=0001 -VOLSER- -STOPTIME-
STIMS4 88.321 17:24:41.8

UNIT=3400

START = 88.321 17:24:41.8 STOP = 88.321 17:27:33.3
FILE SEQ=0001 #VOLUMES=0001 -VOLSER- -STOPTIME-
STIMS5 88.321 17:27:33.3

LOGALL

START = 88.321 17:15:53.9* DBDS ALLOC=4 -DBD- -DDN- -ALLOC-
DBGAMBP DBGAMBP 1
DBGAMBX DBGAMBX 1
DBGAMAP DBGAMAP 1
DBGAMBY DBGAMBY 1

PRISLD

START = 88.321 17:15:53.9 STOP = 88.321 17:27:33.3
SSID=1220 DSN=2

UNIT=3400

START = 88.321 17:15:53.9 STOP = 88.321 17:24:41.8
FILE SEQ=0001 #VOLUMES=0001 -VOLSER- -STOPTIME-
STIMS4 88.321 17:24:41.8

UNIT=3400

START = 88.321 17:24:41.8 STOP = 88.321 17:27:33.3
FILE SEQ=0001 #VOLUMES=0001 -VOLSER- -STOPTIME-
STIMS4 88.321 17:27:33.3

Listing of RECON PAGE 0010

PRILOG TIME=88.321 17:15:53.9 ARCHIVE JOB NAME=ST22OARC

//DEFINE EXEC PGM=IDCAMS,
// COND=(O,LT)
/*/ DELETE/DEFINE DATABASE DATASET
//SYSPRINT DD SYSOUT=* SYSIN DD DSN=STIMS220.DBG.UTIL(DBGAMAP),DISP=SHR
/*/ RECOVER EXEC PGM=DFSRRC00,
// PARM=\"UDR,DFSURDB0,DBGAMAP\",REGION=1800K
//*/ RECOVER DBGAMAP DATABASE DATASET
//*/ STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DD SYSOUT=* SYSIN DD DSN=STIMS220.DBDLIB,DISP=SHR
//DBGAMAP DD USN=STIMS220.DBG,DBGAHAP,DISP=SHR,AMP=(\"BUFND=30\")
//DFSUDUMP DD DSN=STIMS220.DBG.DBGAMAP.IC2,DISP=SHR,DCB=BUFNO=10
//DFSUHDR DD DUMMY
//DFSULOG DD DSN=STIMS220.SLDS.GOOGVVOO,DISP=SHR
//DFSUVRHDD DD DSN=STIMS220.DBG.UTIL(FLYSBVUP),DISP=SHR
//SYSIN DD *
S DBGAMAP DBGAMAP DFSUDUMP DBGAMAP RESTORE CONTROL
/*

Figure 85. Logs Listed in RECON after CHANGE.PRILOG

Figure 86. DB Recovery Using an SLDS Instead of an RLDS
6.6 Unload Utility Authorization Details

The unload utility performs authorization processing and requests a level sharing of RD (read with integrity). This provides maximum availability of the database and allows parallel scheduling of the utility in read-only mode.

Part of the database status flags checking is bypassed, but the unload utility does not execute if the database is authorized for update to some other subsystem. One of the status flags not checked by the utility is the IC-needed flag.

Consider the following scenario in this case:

1. After a reorganization has been completed, the IC-needed flag is set to ON unless the HISAM Reload Utility was used and REUSE is not being used for the image copies.
2. GENJCL.RECOV does not use an IC data set with a time-stamp older than the reorganization time.
3. GENJCL.RECOV does not create any JCL if no valid IC data set is available.
4. During reorganization processing, the database can be unloaded but not reloaded, while the IC-needed flag is ON. This could cause the following scenario:
   1. The database is unloaded to a temporary disk file.
   2. The database is deleted and redefined with AMS.
   3. The reload step fails because it cannot obtain the authorization from DBRC because the IC-needed flag is set to ON.
   4. The temporary disk is deleted.
   5. There could be no valid IC data set to be used for a recovery.
   6. A time-stamp recovery could be required to produce a valid IC data set.

In the previous scenario an easy solution is to recover the database outside of the DBRC control.

To avoid this problem permanently, the database authorization can be checked for all the databases under reorganization, before proceeding with the reorganization itself. This check can be done in several ways:

- Execute a job step, prior to the unload step, with a dummy program that uses a PSB naming all the required databases with PROCOPT=GE.
  
  This forces DBRC to go through the authorization checking logic before the reorganization procedure. If the authorization checking of this program fails, with a user abend forced by DBRC, the following unload step is never executed and all the previous negative effects are eliminated.

- Use the authorization checking program of the DBICF program product

  When the authorization required through the DBICF program fails, the program writes a message to the MVS console and waits for a reply. The operator or other automatic solution (CLIST or program) can respond to the outstanding reply (retry the request or abort the job).
6.7 Removing a Subsystem Record

The removal of subsystem records is automatically done by DBRC in the following cases:

- The subsystem ends normally.
- The subsystem ends abnormally, but without any database allocated.
- The subsystem ends abnormally, but batch backout runs successfully.
- The subsystem ends abnormally, but dynamic backout was already evoked by the failed subsystem (BKO=Y on DFSRRC00 parm for DLI).

In some situations it is necessary to manually remove the subsystem record. Use the DBRC DELETE.SUBSYS command.

Before DBRC can permit the use of the DELETE command, all the allocations must also be removed. The easiest way to perform this task is to:

1. List the subsystem records with the command:
   
   LIST.SUBSYS ALL

2. If RECOVERY STARTED = NO then use the command:
   
   CHANGE.SUBSYS SSID(x) STARTRCV

3. Use the command:
   
   CHANGE.SUBSYS SSID(x) ENDRECOV

4. Use the command:
   
   DELETE.SUBSYS SSID(x)

Having deleted the subsystem record, DBRC assumes that all the databases have been recovered to a valid point.

This recovery of the databases must be performed manually.

Once the subsystem record has been deleted, DBRC allows normal authorizations to occur. Therefore, the recovery should be done before the subsystem record is deleted, or the PROHIBIT AUTHORIZATION flag should be turned on until the recovery is complete.

**Note:** Use the DELETE.SUBSYS command with great care. Understand fully the consequences to the overall environment before using it.
Chapter 7. User Function Guidelines

This chapter provides examples of GENJCL.USER commands for automating processes that otherwise would have to be done manually. The chapter’s main goal is not to provide a complete set of examples, but rather to:

- Offer some hints on how the parameter substitution works
- Give some useful examples
- Stimulate ideas on further functions than can be automated

7.1 Hints for Coding User Functions

Coding most of the user functions is a straightforward task. Nonetheless, some of the following hints can be helpful:

- **Time qualifier:**
  - All time-stamps are validated for a valid date and time.
  - The time-stamp must be a 12 digit number.
  - If the time-stamp is found invalid, an INVALID KEYWORD in SELECT CONTROL statement message is issued (sometimes it can be misleading).

- **Batch Logs:**
  - When using the archive utility to archive batch log data sets:
    - Use the DD name of DFSSLDSP.
    - Use the SLDS control card.
  - When using the skeletal JCL commands to select batch Iogs:
    - Use the RLDS select statement.
    - The DSN keyword is %LOGDSN.
    - The DDN keyword is %LOGDDN.

- **Default members:**
  - Use default members to set user keys. This reduces the number of USERKEYS statements in the GENJCL commands and simplifies the task.
  - Use of different skeletal members for different applications allows the coding of DSNs to suit each application.
  - SELECT statements cannot be embedded in other SELECT statements.
  - When using GROUP, the member is used for each member within the group and the keywords are substituted each time.

7.2 Generation of Batch Backout JCL for Failed Subsystems

The batch backout utility requires the PSB name and the DSN name of the log data set to be used as input to the backout. These are variables and cannot be recoded in the JCL. With the use of the GENJCL.USER function and the skeletal JCL, this process can be automated.
7.2.1 Generating the JCL

Here, a batch job (R82123R8), has abended, and batch backout is required. This job logs to a DASD SLDS (STIMS220.DBG.B01LOG.G0001V00). See Figure 87 for the RECON information after the batch job failure. See Figure 88 for the batch backout JCL generated using the DBRC command and the skeletal JCL.

---

**Partial listing of RECON**

```
PRILOG
START = 88.316 17:13:09.8 * STOP = 88.316 17:14:00.4
SSID=R82123RB # DSN=1 IMS

DSN=STIMS22X.DBG.B01LOG.G0001V00 UNIT=3400
START = 88.316 17:13:09.8 * STOP = 88.316 17:14:00.4
FILE SEQ=0001 # VOLUMES=0001 - VOLSER- - STOPTIME- STIMS6 88.316 17:14:00.4

LOGALL
START = 88.316 17:13:09.8*

FILE SEQ=0001 # VOLUMES=0001 - VOLSER- - STOPTIME- STIMS6 88.316 17:14:00.4

DSN=STIMS22X.DBG.B01LOG.G0001V00 UNIT=3400
```

**DBRC Command:**

```
GENJCL.USER MEMBER(DBGBO) -
USERKEYS((%USYSID,'R82123RB'),(%UPSB,'DBGBO1'),(%UTIME,'LAST'))
```

**Member: DBGBO**

```
//** IMS - DATABASE BACKOUT
//STEP01 EXEC PGM=DFSRRC00,REGION=4069K,
//Parm=('DLI,DFSBB000,%UPSB,,0000,,0,,N,0,T,,N,Y,N,,Y')
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//DFSRESLB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
%SSELECT RLDS (%USYSID,%UTIME)
//IMSLOGR DD DSN=%LOGDSN,DISP=SHR
//IEFRTDER DD DSN=STIMS220.DBG.B01LOG(+1),DISP=(NEW,CATLG,CATLG),
//UNIT=3380,SPACE=(TRK,(100,100),RLSE),VOL=SER=STIMS6,
// DBC=(STIMS220.DCB,RECFM=VB,LRECL=23468,BLKSIZE=23472)
// IMS DD DSN=STIMS22X.PSBLIB,DISP=SHR
// DFSVSAMP DD DSN=STIMS220.DBG.UTIL(ISSVBUF),DISP=SHR
//SYSIN DD *
//*
//```
Note: Dynamic allocation is used to allocate all required databases.

The generated JCL is shown in Figure 89.

```plaintext
//*
//  IMS - DATABASE BACKOUT
//*
//STEPO1 EXEC PGM=DFSRRCC00,REGION=4096K,
//       PARM=(DLI,DFSBB000,DBG01,0000,0,N,N,T,N,Y,N,Y)
//STEPLIB DD DSN=SYSC.STIMS220.REELIB,DISP=SHR
//DFSRELIB DD DSN=SYSC.STIMS220.REELIB,DISP=SHR
//IMSLGR DD DSN=STIMS220.DBG.B01LOG(+1),DISP=(NBM,CATLG,CATLG),
//       UNIT=3380,SPACE=TRK,(100,100),RLSE),VOL=SER=STIMS6,
//       DCB=(STIMS220.DCB,RECFM=VB,LRECL=23468,BSIZE=23472)
//IMS DD DSN=STIMS22X.PSBLIB,DISP=SHR
//SYSIN DD *
/*
```

Figure 89. Generated Batch Backout JCL

7.2.2 Adding Checkpoint Information

For entirely backing out a job, it is possible to use the checkpoint control card supplying the ID of the first checkpoint issued by the program. This returns the databases to the situation before the program was run. Figure 90 shows the required changes to the DBRC command and the skeletal JCL.

```plaintext
DBRC Command:
GENJCL.USER MEMBER (DBGBO) -
USERKEYS((%USYSID,'R82123R8'),(%UPSB,'DBGB01'),(%UTIME,'LAST'),-
(%UCPT,'CHKPT'),(%UCKPTID,('A7000172'))
Member DBGBO:
/*
//  IMS - DATABASE BACKOUT
//*
//STEPO1 EXEC PGM=DFSRRCC00,REGION=4069K,
//       PARM=(DLI,DFSBB000,DBG01,.000,0,N,N,T,N,Y,N,Y)
//STEPLIB DD DSN=SYSC.STIMS220.REELIB,DISP=SHR
//DFSRELIB DD DSN=SYSC.STIMS220.REELIB,DISP=SHR
//IMSLGR DD DSN=STIMS220.DBG.B01LOG(+1),DISP=(NBM,CATLG,CATLG),
//       UNIT=3380,SPACE=TRK,(100,100),RLSE),VOL=SER=STIMS6,
//       DCB=(STIMS220.DCB,RECFM=VB,LRECL=23468,BSIZE=23472)
//IMS DD DSN=STIMS22X.PSBLIB,DISP=SHR
//SYSIN DD *
/*
```

Figure 90. DBRC Command and Skeletal JCL for Batch Backout

Figure 91 shows the generated JCL with the added checkpoint information.
7.2.3 Additional Details

Consider the following suggestions when handling a complicated situation:
the log data set must be closed before being used as input to the batch backout utility. The batch backout utility DOES NOT verify the input.

- When more then one SLDS data set has been created before the batch backout execution (multiple restarts and corresponding failures), ensure that the correct log data set is used before submitting the batch backout.
- When a batch backout has been run successfully for one log and another run is required, the DBRC parameter on the EXEC card must be set to "C".
- When multiple log data sets must be used in input to a batch backout utility, they must be used in reverse order, those created last, used first. This can be done in single or multiple runs.

7.3 Selecting SLDS Data Sets

The following example deals with the selection of all the SLDS data sets created during the day for an online system. The data sets can be used, for instance, as input to jobs for:
- Performance reporting
- Tuning requirements
- Disaster recovery data set copies
- Archiving to tape

These jobs require as input only selected data sets. The manual effort to create the JCL can be significant.

In the following example, all the SLDS data sets for one day of IMS must be selected. They serve as input to a GPAR program to produce BMP usage statistics. Only one IMS session is run in the example, but the results would be the same with several sessions.

```
/*
/* I M S - D A T A B A S E B A C K O U T
/*
/*STEFO1 EXEC PGH=DFSRRC00,REGION=4096K,
// PARM=(DLI,DFSBBO00,DBGSO1,,O,,N,O,T,,Y,N,,Y)
//STEPLIB DD DSN=SYSCTIMSm220.RESLIB,DISP=SHR
//DFSRSLBB DD DSN=SYSCTIMSm220.RESLIB,DISP=SHR
//IMSLLOG DD DSN=IMStm220.DDK.B01LOG,DISP=SHR
//DFSRSLKB DD DSN=SYSCTIMSm220.ESLIB,DISP=SHR
//IMSLDC DD DSN=IMStm220.DDK.Log(+1),DISP=(NEW,CATLG),
// UNIT=3380,SPACE=(TRK,(100,100),RLSE),VOL=SER=STIMs6,
// DCB=(STIMs220.DCB,RECFM=VB,LRECL=23468,8LKSIZE=23472)
//SYSIN DD
//  CHKPT A7000172
/*
```
Figure 92 shows the DBRC command and the skeletal JCL used.

**DBRC Command:**

```
GENJCL.USER MEMBER(IMSTUNE) -

USERKEYS((ZTIME1) ’883220000000’), (ZTIME2, ’883222359599’), -
(%ZSYSID, ’I22X’))
```

**Member IMSTUNE:**

```
//**
// * I M S - PERFORMANCE STATICS
//**
// A EXEC PGM=GPAR
// STEPLIB DD DISP=SHR, DSN=STIM22X.GPAR.LOAD
// SYSUDUMP DD SYSOUT=* 
// SYSPRINT DD SYSOUT=*
// BMPPRINT DD SYSOUT=*
// DCB=(RECFM=FBA, LRECL=133, BLKSIZE=1330)
// SYSSIN DD DSN=STIM22X.BMGJ.UTIL(IMEX22PS), DISP=SHR
//**
%SELECT SLDS(%ZSYSID, (FROM(%ZTIME1), TO(%ZTIME2))
// LOGIN DD DSN=SLDSDSN, DISP=SHR
%ENDESEL
```
Partial Listing of RECON

**PRILOG**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>SSID=122X</strong></td>
<td>IMS DBRC initialization</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>DDN</strong></td>
<td>DBRC initialization command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>UNIT=3400</strong></td>
<td>DBRC initialization command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>FILE SEQ=0001</strong></td>
<td>SLDS records selection command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>-VOLUMES=0001</strong></td>
<td>SLDS records selection command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>-STOPTIME=</strong></td>
<td>SLDS records selection command</td>
</tr>
</tbody>
</table>

**LOGALL**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>SSID=122X</strong></td>
<td>IMS DBRC initialization</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>DDN</strong></td>
<td>DBRC initialization command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>UNIT=3400</strong></td>
<td>DBRC initialization command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>FILE SEQ=0001</strong></td>
<td>SLDS records selection command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>-VOLUMES=0001</strong></td>
<td>SLDS records selection command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>-STOPTIME=</strong></td>
<td>SLDS records selection command</td>
</tr>
</tbody>
</table>

**PRISLD**

<table>
<thead>
<tr>
<th>Start</th>
<th>Stop</th>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>SSID=122X</strong></td>
<td>IMS DBRC initialization</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>DDN</strong></td>
<td>DBRC initialization command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>UNIT=3400</strong></td>
<td>DBRC initialization command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>FILE SEQ=0001</strong></td>
<td>SLDS records selection command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>-VOLUMES=0001</strong></td>
<td>SLDS records selection command</td>
</tr>
<tr>
<td>88.322</td>
<td>15:07:42.7</td>
<td><strong>-STOPTIME=</strong></td>
<td>SLDS records selection command</td>
</tr>
</tbody>
</table>

The resulting JCL is shown in Figure 94 on page 99.
7.4 Selecting IC Data Sets

The following example is related to the task of selecting the first created IC data sets to be copied on tapes for an off-site storage. In the example, all the IC data sets for one DBDSGRP are selected and copied to tapes with IEBGENER.

Figure 95 on page 99 shows the DBRC command and skeletal JCL used. A partial RECON listing in Figure 96 on page 100 shows the relevant DBDS and IC records. The resulting JCL is shown in Figure 97 on page 101.
Figure 96. Select IC Data Sets (RECON Listing generated with DBICF)
Figure 97. Select IC Data Sets (Generated JCL)

Note: The Vol=Ref parameter points to a cataloged data set to mount the correct volume serial for each IC data set.

7.5 Selecting PRILOG Allocation Records

The following example shows how to select the ALLOC records to keep track of the database updates.

In the example, all the PRILOG allocation records for one day are selected (88322).
Figure 98 shows a partial RECON listing with the relevant DBDS and IC records.

```
<table>
<thead>
<tr>
<th>PRILOG</th>
</tr>
</thead>
<tbody>
<tr>
<td>START = 88.322</td>
</tr>
<tr>
<td>STOP = 88.322</td>
</tr>
<tr>
<td>SSID=122X</td>
</tr>
<tr>
<td>DSN=STIMS22X.RLDS.G0005V00</td>
</tr>
<tr>
<td>UNIT=3400</td>
</tr>
<tr>
<td>START = 88.322</td>
</tr>
<tr>
<td>STOP = 88.322</td>
</tr>
<tr>
<td>FILE SEQ-001</td>
</tr>
<tr>
<td>#VOLUMES=0001</td>
</tr>
<tr>
<td>VOLSER=STIMS6</td>
</tr>
<tr>
<td>STOPTIME=88.322</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DSN=STIMS22X.RLDS.G0005V00</td>
</tr>
<tr>
<td>UNIT=3400</td>
</tr>
<tr>
<td>START = 88.322</td>
</tr>
<tr>
<td>STOP = 88.322</td>
</tr>
<tr>
<td>FILE SEQ-001</td>
</tr>
<tr>
<td>#VOLUMES=0001</td>
</tr>
<tr>
<td>VOLSER=STIMS6</td>
</tr>
<tr>
<td>STOPTIME=88.322</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DSN=STIMS22X.RLDS.G0005V00</td>
</tr>
<tr>
<td>UNIT=3400</td>
</tr>
<tr>
<td>START = 88.322</td>
</tr>
<tr>
<td>STOP = 88.322</td>
</tr>
<tr>
<td>FILE SEQ-001</td>
</tr>
<tr>
<td>#VOLUMES=0001</td>
</tr>
<tr>
<td>VOLSER=STIMS6</td>
</tr>
<tr>
<td>STOPTIME=88.322</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DSN=STIMS22X.RLDS.G0005V00</td>
</tr>
<tr>
<td>UNIT=3400</td>
</tr>
<tr>
<td>START = 88.322</td>
</tr>
<tr>
<td>STOP = 88.322</td>
</tr>
<tr>
<td>FILE SEQ-001</td>
</tr>
<tr>
<td>#VOLUMES=0001</td>
</tr>
<tr>
<td>VOLSER=STIMS6</td>
</tr>
<tr>
<td>STOPTIME=88.322</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DSN=STIMS22X.RLDS.G0005V00</td>
</tr>
<tr>
<td>UNIT=3400</td>
</tr>
<tr>
<td>START = 88.322</td>
</tr>
<tr>
<td>STOP = 88.322</td>
</tr>
<tr>
<td>FILE SEQ-001</td>
</tr>
<tr>
<td>#VOLUMES=0001</td>
</tr>
<tr>
<td>VOLSER=STIMS6</td>
</tr>
<tr>
<td>STOPTIME=88.322</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DSN=STIMS22X.RLDS.G0005V00</td>
</tr>
<tr>
<td>UNIT=3400</td>
</tr>
<tr>
<td>START = 88.322</td>
</tr>
<tr>
<td>STOP = 88.322</td>
</tr>
<tr>
<td>FILE SEQ-001</td>
</tr>
<tr>
<td>#VOLUMES=0001</td>
</tr>
<tr>
<td>VOLSER=STIMS6</td>
</tr>
<tr>
<td>STOPTIME=88.322</td>
</tr>
</tbody>
</table>
```

Figure 98. Select SLDS Records - RECON Listing
Figure 99 shows the DBRC command and the skeletal JCL used.

**DBRC Command:**

```
GENJCL USER MEMBER(PRIALLOC) NOJOB-
   USERKEYS((%ZTIME1,'883220000000'),(%ZTIME2,'88322359599'))
```

**Member PRIALLOC:**

```*/
/* REPORT ON ALL DBDS UPDATED BY ONLINE SUBSYSTEM SESSION */
/* REPORT #F0000 DATA BASE START TIME STOPTIME */
%SELECT ALLOC(PRILOG,(FROM(%ZTIME1),TO(%ZTIME2)))
%DBNAME %ALLTIME %DALTIME
%ENDSEL
*/```

Figure 99. Select PRILOG Records (DBRC Command and Skeletal JCL)

The resulting report is shown in Figure 100.

```/
/* REPORT ON ALL DBDS UPDATED BY ONLINE SUBSYSTEM SESSION */
/* REPORT #F0000 DATA BASE START TIME STOPTIME */
DBGAMBP 883221715316 000000000000
DBGAMBP 883221715323 000000000000
DBGAMAP 883221715333 883221717238
DBGAMAP 883221717519 883221720055
DBGAMAP 883221720340 883221721225
DBGAMAP 883221721536 883221722133
DBGAMBY 883221715411 000000000000
```

Figure 100. Select PRILOG Records (Generated Output)

### 7.6 Default Members

When using the DBRC user function, many parameters must be coded to set all the required keywords to the correct values.

The use of default members can be beneficial in reducing the amount of coding required each time the command is used. In the following example, the JCL to archive and then delete the RLDS data sets for a database must be generated:

- The skeletal JCL has been set up to use a date range supplied with the USERKEYS parameter.
- When the USERKEYS parameter is added to the GENJCL.USER command with the other required parameters, a very long and complicated command is created.
- Since the start time (0000000) and the stop time (2359599) are always the same, they need not to be re-entered on each command.
- The default member in this example has set the start time to '0000000' and the stop time to '2359595'.
The DBNAME and DDNAME keywords must also be entered.
If a keyword is set, both in the default member and on the GENJCL.USER command, the value from the GENJCL command overrides the default values.

Figure 101 shows the DBRC command with and without the use of the default member.

**Command with all key words coded:**

```
GENJCL.USER MEMBER(SLDSARCH) DBD(DBGAMAP) DDN(DBGAMAP) -
   USERKEYS(%ZD1,'88328'),(%ZTl,'0000000'),(%ZD2,'88328'),-
   (%ZT2,'2359599'))
```

**Command using default member SLDSBO1:**

```
GENJCL.USER MEMBER(SLDSARCH) DEFAULTS(SLDSBO1) -
   USERKEYS(%ZD1,'88328'),(%ZD2,'88328'))
```

**Command using default member SLDSBO1 and overriding some keywords:**

```
GENJCL.USER MEMBER(SLDSARCH) DEFAULTS(SLDSBO1) GROUP(DBGRP1) -
   USERKEYS(%ZD1,'88328'),(%ZD2,'88328'))
```

**Figure 101. Default Member—DBRC Command**

The third command in Figure 101 overrides the DBNAME and DDNAME keywords in the default member and replaces them with the DBNAME and DBDDN of each database data set in the group. Figure 102 shows the skeletal JCL members.

**Member SLDSARCH:**

```
//AR00001 EXEC PGM=DFSUARCO,PARM='DBRC=YES',REGION=4096K
//* JCL FOR ARCHIVE UTILITY
//* STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINTER DD SYSOUT=*%SELECT RLDS((%DBNAME,%DDNAME1,%FROM(%ZDATE1%ZT1),T0(%ZDATE2%ZT2)),1)
//DFSSLDSP DD DSN=%LOGDSN,DISP=(OLD,DELETE)
//DFSSLOGP DD DSN=%LOGDSN.ARCHIVED,
// DISP=(NEW,CATLG),
// DCB=(LRECL=22524,8LKSIZE=22528,RECFM=VB,BUFNO=30),
// UNIT=TAPE
//SYSIN DD *
SLDS FEOV(08000)
/*
```

**Member SLDSBO1:**

```
%DBNAME = 'DBGAMAP'
%DDNAME = 'DBGAMAP'
%ZT1 = '0000000'
%ZT2 = '2359599'
```

**Figure 102. Default Members—Skeletal JCL Members**
Figure 103 shows the generated JCL.

```plaintext
//AR00001 EXEC PGM=DFSUARC0,FARM='DBRC=YES',REGION=4096K
//*
//* JCL FOR ARCHIVE UTILITY
//*
//STEPLIB DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSPRINT DSN=SYSPRINT,TYP=*
//DFSSLDSF DSN=STIMS220.RLDS.G0007V00,DISP=(OLD,DELETE)
//DFSSLOGP DSN=STIMS220.RLDS.G0007V00.ARCHIVED,
// DISP=(NEW,CATLG),
// DCB=(LRECL=22524,8LKSIZE=22528,RECFM=VB,BUFNO=30),
// UNIT=TAPE
//SYSIN DD *
SLDS FEOV(08000)
/
```

Figure 103. Default Members—Generated JCL
Chapter 8. Example of a DBRC Front-End

The Data Base Integrity Control Facility (DBICF) is designed to protect databases against most types of operational error in an IMS online, CICS/OS with DL/I Data Bases, and IMS batch environment.

The main benefits of DBICF are to automate, simplify, and accelerate the DB repair-oriented actions by providing the user with a set of interrelated programs and procedures.

Note: DBICF may not be available in all countries. It is used in this book only as an example. In their previous experience with customers, the authors of the book had excellent feedback using this product, but any other functionally equivalent program may be used instead.

8.1 General Product Information

The “home” panel of DBICF is shown in Figure 104.

![DBICF Environment Selection Panel](image)

Figure 104. DBICF Environment Selection Panel

8.1.1 DBICF Organization

DBICF consists of two parts:

- **ONLINE**

  When running under TSO/ISPF, DBICF is a direct interface between the user and DBRC. Over 200 panels and 100 CLIST procedures help the user to enter correct DBRC commands. This part of DBICF can be easily incorporated into an ISPF work panel for use by various users:

  - IMS MTO operators (for monitoring the systems)
  - DBA administrators (for recovery processing)
  - Programming staff (for testing system operations)
• **BATCH**

DBICF contains other program functions that can be started as batch jobs, with procedures, or if applicable, under TSO foreground. All these functions work independently from each other, and a user can choose the functions that best fit a specific requirement.

### 8.1.2 DBICF Access to RECON

DBICF accesses the RECON in two ways:

- **READ**

  The RECON data sets are accessed directly through standard VSAM macros (ACB, GET, POINT, and so on).

- **UPDATE**

  DBICF never updates a RECON directly. To perform the updates, the following tasks are generated:
  
  - DBRC commands are generated.
  - DBRC is called.
  - DBRC executes the generated commands and updates the RECON.

**Note:** All DBRC commands that update the RECON may optionally be recorded on a DBICF log (VSAM KSDS). This log provides a useful audit trail for actions with DBRC.

### 8.1.3 DBICF Primary Menu Panel

Figure 105 shows the primary menu panel with the available user functions.

```
--------------------- DBRC- CMD Primary Menu ----------------------------------
SELECT OPTION ==>
ENVIRONMENT SELECTION MENU USERID USER
                          DATE DATE
                          TIME TIME
SELECT OPTION ==>
1 CHANGE - CHANGE RECON INFORMATION
2 COMPAR - RECORD BY RECORD COMPARISON (DBRC REL.2)
3 DELETE - REMOVE RECON RECORDS
4 GENER - GENERATE JOB CONTROL
5 INIT - CREATE RECON RECORDS
6 LIST - LIST RECON INFORMATION
7 NOTIFY - ADJ RECON INFORMATION
8 DBICF - DBICF-FUNCTIONS
9 DBRC - ENTER DBRC-COMMANDS IN DBRC CONTEXT
A ISPF - ISPF PRIMARY MENU

PRESS END KEY TO RETURN TO THE PREVIOUS MENU
```

*Figure 105. DBICF Primary Menu Panel*
8.2 DBICF as a DBRC Front-End

DBICF allows the user to automatically take preventive and corrective actions to enhance the integrity of the databases. It also enables the user to better organize and supervise the daily IMS online, CICS/OS, and IMS batch operations.

8.2.1 GENJCL Functions

Figure 106 shows the DBICF DBRC-Command panel for GENJCL.

![DBICF DBRC-CMD Panel for GENJCL](image)

Figure 106. DBICF DBRC-CMD Panel for GENJCL

DBRC provides partitioned data set (PDS) members containing skeletal JCL statements. These PDS members are called skeletal JCL execution members. DBRC installation procedures are designed to place these skeletal JCL execution members in an IMS distribution library (IMSVS.JCLLIB). This library is also used by DBICF.

8.2.1.1 GENJCL.IC

Figure 107 and Figure 108 show examples of the panels for GENJCL.IC.

DBICF provides a set of batch functions which can generate the jobs necessary for:

- The image copy of:
  - All databases
  - Individual databases
  - Specific databases; for example:
    - The DBs that have been updated since the last image copy
    - The DBs that must be saved because they have never been saved (after a registration to DBRC)
    - The DBs with the latest image copy flagged invalid.
  - The checking of the successful execution of the generated image copy jobs (IC checklist).
The user can also specify additional parameters such as:

- **Defaults**
- **JCLOUT**
- **JCLPDS**
- **Job**

The second part of the GENJCL.IC menu panel shown in Figure 108 is used for these choices.

### 8.2.2 NOTIFY Functions

Figure 109 shows the DBICF panel for the NOTIFY commands.
If the standard database image copy or database recovery utilities are not used, the NOTIFY.UIC and NOTIFY.RECOV commands must be used to update the RECON with the needed information.

The NOTIFY command can also be used to update the RECON with information about other activities, such as change accumulations, log data sets, and so on.

8.3 DBICF Online Functions

Figure 110 and Figure 111 show the first and second parts of the DBICF functions panel.
8.3.1 Report Functions

Reports obtained through DBICF are:
- Recovery oriented DB overview
- Database history
- DBM oriented DB overview
- List of VOLSERS containing valid image copy data
- List of the ACTIVE subsystems
- DEDB/ADS overview
- Logging and DB allocation report

8.3.1.1 Recovery Oriented DB Overview

Figure 112 shows an example of a recovery oriented database overview.
This report gives a quick summary of recovery information:

- DBDS data set names
- Date and time-stamp of the oldest IC
- Date and time-stamp of the latest IC
- Date of the last allocation
- Default recovery JCL member name
- Share level
- CA group name

8.3.1.2 Data Base History

![Data Base History without DBICF (Part 1 of 2)](image-url)
Figure 113 and Figure 114 show examples of database HISTORY produced using the DBRC LIST.HISTORY command.

```
88.327 12:10:44.8 LISTING OF RECON PAGE 0003
-----------------------------------------------
IMAGE
RUN = 88.327 11:11:50.5* RECORD COUNT = 155
STOP = 00.000 00:00:00.0 BATCH
ICL
DSN=STIMS220.DBG.DBGAMAP.ICL FILE SEQ=0001
UNIT=3400 VOLS DEF=0001 VOLS USED=0001
VOLSER=STIMS5
ALLOC
ALLOC = 88.327 11:14:51.5* START = 88.327 11:14:43.9
DSSN=00000002 DSN=STIMS220.DBG.DBGAMAP.B01LOG.G0003V00 UNIT=3400
PRILOG
START = 88.327 11:14:43.9 STOP = 88.327 11:19:55.3
SSID=R82123R3 #DSN=1 IMS
FILE SEQ=0001 #VOLUMES=0001 -VOLSER- -STOPTIME- STIMS5 88.327 11:19:55.3
ALLOC
ALLOC = 88.327 11:20:48.5 START = 88.327 11:20:40.4
DSSN=00000003 DSN=STIMS220.DBG.DBGAMAP.B01LOG.G0004V00 UNIT=3400
PRILOG
START = 88.327 11:20:40.4 STOP = 88.327 11:22:48.9
SSID=R82123R4 #DSN=1 IMS
FILE SEQ=0001 #VOLUMES=0001 -VOLSER- -STOPTIME- STIMS5 88.327 11:22:48.9
CA
DSN=STIMS220.DBG.CALOG.G000V00 FILE SEQ=1
CAGRP=DBGCA UNIT=3400
STOP = 88.327 11:22:48.9* VOLS DEF=1 VOLS USED=1
VOLSER=STIMS5
RUN = 88.327 11:24:17.6 -DBD- -DDN- -PURGETIME- -CHG-CMP- -LSN- -DSSN-
DBGAMAP DBGAMAP 88.327 11:11:50.5 YES YES 000000000000 000000000000
DBGAMAX DBGAMAX 88.327 11:12:06.6 NO YES 000000000000 000000000000
DBGAMBP DBGAMBP 88.327 11:12:26.2 YES YES 000000000000 000000000000
DBGABY DBGABY 88.327 11:12:42.9 YES YES 000000000000 000000000000
DBGAMY DBGAMY 88.327 11:12:58.8 YES YES 000000000000 000000000000
RECOV
RUN = 88.327 11:51:35.1
RECOV PAGE 0004
RUN = 88.327 12:06:16.2
dsp01b11 no avail ca record found
dsp01b11 no avail dslog record found
dsp01b11 no delog record found
dsp01b11 no mgnd record found
dsp01b11 no rerg record found
```

Figure 114. Data Base History without DBICF (Part 2 of 2)

Figure 115 on page 115 shows a DBICF report of DATA BASE HISTORY for the same database DBGAMAP.
8.3.1.3 DB Check Report

The DB check report is a complete listing of all databases that present any of the following conditions:

- Recovery needed
- Image copy needed
- Batch backout needed
- (Online) backout needed
- Never been saved (image copy taken)
- Last image copy invalid
- Reorganized but without a subsequent image copy
- Time-stamp recovered but without a subsequent image copy
- In use (PROCLOPT > GO) by another batch subsystem
- Further authorization prohibited
- Read only flag set

This function is useful to quickly monitor the status of all the databases. The MTO or the DBA can use this function to identify abnormal situations in the system. Figure 116 shows an example of the produced report.
8.3.2 OIC PSBGEN Function

Figure 117 shows the panel for OIC PSB generation.

```
--------------------- DBICF-OIC-PSBGEN ---------------------
USERID - USER
DATE - DATE
WHICH PSB ENTER PSB-NAME
ST1- GENERATION OF PSB-STATEMENTS (PX021038)
ST2- COMPIILATION OF PSB
ST3- LINK INTO "IMSVS.PSBLIB"
ST4- ACBGEN INTO "IMSVS.ACBLIB1"

PRESS END KEY TO RETURN TO THE PREVIOUS MENU
```

To guarantee that an OIC of a specific database data set recorded in RECON can be performed under IMS, the PSB source generator creates an OIC PSB' for all DBDS that are registered in RECON and have an OIC JCL member name with the prefix OIC in the appropriate DBDS record.

The user also receives a report containing the names of the DBDs building, the OIC PSB.

This function could be run after DB migrations (INIT.DB or DELETE.DB) and IMS distributions which require an ACBGEN run.

8.4 DBICF Batch Functions

A second way of working with DBICF is to submit the provided batch jobs to perform specific tasks in normal and emergency situations. Three of approximately 50 functions are:

- Authorization checking
- RECON backup
RECON reorganization

An example of each of these is included in the following sections.

8.4.1 Authorization Checking

Figure 118 shows the authorization checking function that can be placed as a preliminary step in every IMS batch job or executed as a separate job.

```
/*
* JCL EXAMPLE FOR THE DBICF-FUNCTION:
*/
/*
*/
/* AUTHCHK PROC PSB=
*/
/*
*/
/* AUTHCHK1 EXEC PGM=PX021063,PARM=&PSB',REGION=2048K
*/
/* STEPLIB DD DSN=SYSY. STIMS22X.RESLIB,DISP=SHR
*/
/* DFSRESLIB DD DSN=SYSY. STIMS22X.RESLIB,DISP=SHR
*/
/* IMS DD DSN=SYSY. STIMS22X.CTLLIB,DISP=SHR
*/
/* RECON DD DUMMY
*/
/* IEFSRDR DD DSN=AUTHCHK,UNIT=SYSDA,SPACE={TRK,1},DISP={DELETE}
*/
/* DFSVSYM DD DSN=STIMS22X.DM.UTIL(IVYYBUF),DISP=SHR
*/
/* REPORT DD SYSDUTY={LRECL=133,BSIZE=133,RECFM=FB}
*/
/* RUPDLOG DD DSN=STIMS22X.RECON.LOG,DISP=SHR
*/
/* SYSPRINT DD SYSDUTY={
*/
/* SYGIN DD DSN=DDSYSIN,DISP={PASS},SPACE={TRK,1},BSIZE=80
*/
/* UNIT=SYSDA
*/
/* DBYNAI DD DUMMY {IF THE DB'S ARE TO BE ALLOCATED
*/
/* Dynamically (IMS/VS V.2 ONLY)
*/
/* NOREQ DD DUMMY {IF 'NOREQ' IS NOT ALLOWED IN YOUR ENVIRONMENT
*/
/* NOCANCEL DD DUMMY {IF 'CANCEL' IS NOT ALLOWED IN YOUR ENVIRONMENT
*/
/* END OF JOB AUTHCHK **********************
*/
/* PEND
*/
/* EXEC AUTHCHK,PSB=ICGC01
*/
```

Figure 118. Authorization Checking

The authorization checking function can only have two possible cases:

1. In case of a signon/authorization failure, a message is sent to the operator with a pending reply number. The operator, a CLIST, or any other automation program can choose between four types of action:
   - **RETRY**, repeat the signon/authorization check (for example: after image copy when a database was IC-needed, or after the deletion of an erroneously remaining subsystem record).
   - **REQUEUE**, the whole job is queued for re-execution.
   - **CANCEL**, the whole job is cancelled.
   - **ABORT**, the user acknowledges the failure and the job continues.

2. In case of successful DBRC signon/authorization, the user receives a report about the DB authorizations, access intents, processing states, and so on, as shown in Figure 119.
Figure 119. Output of Authorization Checking

Note: Since only physical databases are registered in the RECON, only PSBs that use physical DBDs are checked and listed.

8.4.2 RECON Backup

Figure 120 shows the JCL needed for creating a portable RECON BACKUP data set.

/* **************************************************
/* JCL EXAMPLE FOR THE CREATION OF A PORTABLE RECON BACKUP * /
/* **** FOR DBRC R3/4 USER'S **** *
/* **************************************************
//DELDEFB EXEC PGM=IDCAMS,REGION=4096K
//SYSPRINT DD SYSOUT=A
//SYSIN DD *
DELETE STIMS22O.RECONB
SET LASTCC=0
DEFINE CLUSTER (NAME(STIMS220.RECONB) -
                         VOL (SBV010) INDEXED -
                         KEYS (3 0) CYL (5 2) -
                         RECSIZE (128 4089) NONSPANNED -
                         FRSP (30 80) CISZ (4096) BUFSP (24576) -
                         NOERASE NERAS SPEED REPL IMBED -
                         UNORDERED SHR (3 3) -
                         INDEX (NAME(STIMS220.RECONB.INDEX)) -
                         DATA (NAME(STIMS220.RECONB.DATA))
//BACKUP.RECON EXEC PBMPZ021072,REGION=4096K
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//RUPDLOG DD DSN=STIMS220.RECON.LOG,DISP=SHR
//BACKUP1 DD DSN=STIMS220.RECONB,DISP=SHR
//SYSPRINT DD SYSOUT=A
//SYSIN DD *
BACKUP.RECON
//EXPORT EXEC PGM=PX021072,REGION=4096K
//STEPLIB DD DSN=SYSC.STIMS220.RESLIB,DISP=SHR
//SYSUT2 DD DSN=PRDSEC.RECONS(+1),DISP=(,CATLG,DELETE),
UNIT=TAPE,DCB=GDGMOD,VOL=(,RETAIN),LABEL=EXPDT=99000
//SYSUT1 DD DSN=STIMS220.RECONB,DISP=SHR
//SYSPRINT DD SYSOUT=A
//SYSIN DD *
EXPORT - STIMS220.RECONB -
INFILE(SYSUT1)
OUTFILE(SYSUT2) -
TEMPORARY -
NOINHIBITSOURCE
/*

Figure 120. RECON Backup
8.4.3 RECON Reorganization

Figure 121 shows the JCL for RECON reorganization that contains the following steps:

1. A DELETE.LOG step deleting all inactive PRILOG, LOGALL, and ALLOC records. Those commands ask for deletion of:
   - Records not related to DB updates and older than 24 hours
   - Records related to DB updates but older than the oldest image copy record for each DBDS

2. A REORGANIZATION step creating a spare RECON and replacing the spare RECON with a valid RECON copy.

3. A BASIC step which sets the RECON data sets to the original positions:

```
/*
** AUTOHATIC RECON REORGANIZATION
** FOR DBRC R3/R4 USER'S WITH SPARE RECON
**
*/
DELELOG EXEC PGM=PX021072,REGION=2048K
/*
** DELETE.LOG.INACTIVE
**
*/
STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
SYSPRINT DD SYSOUT=*
RUPDLOG DD DSN=STIMS22X.RECON.LOG,DISP=SHR
SYSIN DD *
DELLOG INACTIVE
/*
** REORG EXEC PGM=PX021078,PARM='REORG',REGION=4096K
**
*
STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
SYSPRINT DD SYSOUT=*
RUPDLOG DD DSN=STIMS22X.RECON.LOG,DISP=SHR
RCUSYSIN DD DSN=&&SSIN,DISP=(,KEEP),UNIT=SYSDA,SPACE=,(TRK,2),
DCL=(LRECL=80,BLKSIZE=80,RECFM=F)
DELDEFR1 DD DSN=STIMS22X=DBG.UTIL(RECON1),DISP=SHR
DELDEFR2 DD DSN=STIMS22X=DBG.UTIL(RECON2),DISP=SHR
DELDEFR3 DD DSN=STIMS22X=DBG.UTIL(RECON3),DISP=SHR
/*
** BASIC EXEC PGM=PX021084,REGION=4096K
**
*
STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
SYSPRINT DD SYSOUT=*
RCUSYSIN DD DSN=&&SSIN,DISP=(,KEEP),UNIT=SYSDA,SPACE=,(TRK,2),
DCL=(LRECL=80,BLKSIZE=80,RECFM=F)
DELDEFR1 DD DSN=STIMS22X=DBG.UTIL(RECON1),DISP=SHR
DELDEFR2 DD DSN=STIMS22X=DBG.UTIL(RECON2),DISP=SHR
DELDEFR3 DD DSN=STIMS22X=DBG.UTIL(RECON3),DISP=SHR
```

This performs as many RECON reorganization runs as needed.
This procedure should be run at a low RECON activity time (it is better if there is no activity). This function can also be run during IMS online or CICS.

If, for any reason, the RECON basic position cannot be reached (for example, because a RECON data set is still used by IMS online), message ICF144A informs the user about what can be done.

Figure 122 shows the generated JCL for actually performing the RECON backups.

```
//DBRC EXEC PGM=DSPURX00,COND=(O,NE)
//STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
//IMS DD DSN=STIMS22X.DBDLIB,DISP=SHR
//SYSPRINT DD SYSPRINT
//SYSIN DD *
DELTERE_LOG INACTIVE
//
//DBRC EXEC PGM=DSPURX00
//STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
//IMS DD DSN=STIMS22X.DBDLIB,DISP=SHR
//SYSPRINT DD SYSPRINT
//SYSIN DD *
CHANGE.RECON REPLACE(RECON1)
//
//RECON1 EXEC PGM=IDCAMS
//SYSPRINT DD SYSOUT=
//SYSIN DD DSN=STIMS22X.DBG.UTIL(RECON1),DISP=SHR
//
//DBRC2 EXEC PGM=DSPURX00
//STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
//IMS DD DSN=STIMS22X.DBDLIB,DISP=SHR
//SYSPRINT DD SYSPRINT
//SYSIN DD *
CHANGE.RECON REPLACE(RECON2)
//
//RECON2 EXEC PGM=IDCAMS
//SYSPRINT DD SYSOUT=
//SYSIN DD DSN=STIMS22X.DBG.UTIL(RECON2),DISP=SHR
//
//DBRC3 EXEC PGM=DSPURX00
//STEPLIB DD DSN=SYSC.STIMS22X.RESLIB,DISP=SHR
//IMS DD DSN=STIMS22X.DBDLIB,DISP=SHR
//SYSPRINT DD SYSPRINT
//SYSIN DD *
CHANGE.RECON REPLACE(RECON3)
//
//RECON3 EXEC PGM=IDCAMS
//SYSPRINT DD SYSOUT=
//SYSIN DD DSN=STIMS22X.DBG.UTIL(RECON3),DISP=SHR
```

Figure 122. RECON Reorganization Job Stream

Figure 123 on page 121 through Figure 126 on page 124 show the outputs of the RECON reorganization steps.
Example of a DBRC Front-End
Figure 124. Output of RECON Reorganization (Part 2 of 4)
Example of a DBRC Front-End

Figure 125. Output of RECON Reorganization (Part 3 of 4)
Figure 126. Output of RECON Reorganization (Part 4 of 4)
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABEND</td>
<td>Abnormal End of Task</td>
</tr>
<tr>
<td>ADS</td>
<td>Area Data Set</td>
</tr>
<tr>
<td>AMS</td>
<td>Access Method Services</td>
</tr>
<tr>
<td>AUTH-ID</td>
<td>Authorization ID</td>
</tr>
<tr>
<td>BCS</td>
<td>Basic Catalog Structure</td>
</tr>
<tr>
<td>BMP</td>
<td>Batch Message Processing</td>
</tr>
<tr>
<td>CA</td>
<td>Change Accumulation</td>
</tr>
<tr>
<td>CA</td>
<td>Control Area</td>
</tr>
<tr>
<td>CAGRP</td>
<td>Change Accumulation Group</td>
</tr>
<tr>
<td>CI</td>
<td>Control Interval</td>
</tr>
<tr>
<td>CIC</td>
<td>Concurrent Image Copy</td>
</tr>
<tr>
<td>CICS/OS/VS</td>
<td>Customer Information System/Operation System/Virtual Storage</td>
</tr>
<tr>
<td>CLIST</td>
<td>Command List</td>
</tr>
<tr>
<td>CHKPT</td>
<td>Checkpoint</td>
</tr>
<tr>
<td>DB</td>
<td>Data Base</td>
</tr>
<tr>
<td>DBA</td>
<td>Data Base Administrator</td>
</tr>
<tr>
<td>DBDS</td>
<td>Data Base Data Set</td>
</tr>
<tr>
<td>DBDSGRP</td>
<td>Data Base Data Set Group</td>
</tr>
<tr>
<td>DBGCA</td>
<td>Data Base Group Change Accumulation</td>
</tr>
<tr>
<td>DBICF</td>
<td>Data Base Integrity Control Facility</td>
</tr>
<tr>
<td>DBM</td>
<td>Data Base Management</td>
</tr>
<tr>
<td>DBRC</td>
<td>Data Base Recovery Control</td>
</tr>
<tr>
<td>DC</td>
<td>Data Communication</td>
</tr>
<tr>
<td>DD</td>
<td>Data Definition</td>
</tr>
<tr>
<td>DEDB</td>
<td>Data Entry Data Base</td>
</tr>
<tr>
<td>DEQ</td>
<td>Dequeue</td>
</tr>
<tr>
<td>DFHSM</td>
<td>Data Facility Hierarchical Storage Manager</td>
</tr>
<tr>
<td>DLI</td>
<td>Data Language Interface</td>
</tr>
<tr>
<td>DL/I</td>
<td>Data Language /Interface</td>
</tr>
<tr>
<td>DLISAS</td>
<td>DLI Separate Address Space</td>
</tr>
<tr>
<td>DMB</td>
<td>Data Management Block</td>
</tr>
<tr>
<td>DP</td>
<td>Data Processing</td>
</tr>
<tr>
<td>DSN</td>
<td>Data Set Name</td>
</tr>
<tr>
<td>DSSN</td>
<td>Data Set Sequence Number</td>
</tr>
<tr>
<td>ENQ</td>
<td>Enqueue</td>
</tr>
<tr>
<td>FP</td>
<td>Fast Path</td>
</tr>
<tr>
<td>GDG</td>
<td>Generation Data Group</td>
</tr>
<tr>
<td>GPAR</td>
<td>Generalized Performance Analysis Reporting</td>
</tr>
<tr>
<td>GSAM</td>
<td>Generalized Sequential Access Method</td>
</tr>
<tr>
<td>HIDAM</td>
<td>Hierarchical Indexed Direct Access Method</td>
</tr>
<tr>
<td>HISAM</td>
<td>Hierarchical Indexed Sequential Access Method</td>
</tr>
<tr>
<td>IBM</td>
<td>International Business Machines Corporation</td>
</tr>
<tr>
<td>ICF</td>
<td>Integrated Catalog Facility</td>
</tr>
<tr>
<td>ID</td>
<td>Identifier</td>
</tr>
<tr>
<td>IFP</td>
<td>IMS/VS Fast Path</td>
</tr>
<tr>
<td>IMS/VS</td>
<td>Information Management System/Virtual Storage</td>
</tr>
<tr>
<td>IRLM</td>
<td>IMS/VS Resource Lock Manager</td>
</tr>
<tr>
<td>ISPF</td>
<td>Interactive System Productivity Facility</td>
</tr>
<tr>
<td>ISPF/PDF</td>
<td>Interactive System Productivity Facility/Program Development</td>
</tr>
<tr>
<td>ITSO</td>
<td>International Technical Support Organization</td>
</tr>
<tr>
<td>JCL</td>
<td>Job Control Language</td>
</tr>
<tr>
<td>K (Bytes)</td>
<td>1024 (Bytes)</td>
</tr>
<tr>
<td>KSIDS</td>
<td>Key Sequence Data Set</td>
</tr>
<tr>
<td>MN</td>
<td>Merge Needed</td>
</tr>
<tr>
<td>MPP</td>
<td>Message Processing Program</td>
</tr>
<tr>
<td>MTO</td>
<td>Master Terminal Operator</td>
</tr>
<tr>
<td>MVS</td>
<td>Multiple Virtual Storage (system)</td>
</tr>
<tr>
<td>NOFEOV</td>
<td>No Forced End Of Volume</td>
</tr>
<tr>
<td>OIC</td>
<td>Online Image Copy</td>
</tr>
<tr>
<td>OLDS</td>
<td>Online Log Data Set</td>
</tr>
<tr>
<td>OS</td>
<td>Operation System</td>
</tr>
<tr>
<td>PCB</td>
<td>Program Control Block</td>
</tr>
<tr>
<td>PDS</td>
<td>Partitioned Data Set</td>
</tr>
<tr>
<td>PI</td>
<td>Program Isolation</td>
</tr>
<tr>
<td>PSB</td>
<td>Program Specification Block</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>PTF</td>
<td>Program Temporary Fix</td>
</tr>
<tr>
<td>RACF</td>
<td>Resource Access Control Facility</td>
</tr>
<tr>
<td>RD</td>
<td>Read With Integrity</td>
</tr>
<tr>
<td>RECON</td>
<td>Recovery Control (Data Set)</td>
</tr>
<tr>
<td>RLDS</td>
<td>Recovery Log Data Set</td>
</tr>
<tr>
<td>RO</td>
<td>Read-Only (Without Integrity)</td>
</tr>
<tr>
<td>SLDS</td>
<td>System Log Data Set</td>
</tr>
<tr>
<td>SSID</td>
<td>Sub System Identifier</td>
</tr>
<tr>
<td>TP</td>
<td>Teleprocessing</td>
</tr>
<tr>
<td>TSO</td>
<td>Time Sharing Option</td>
</tr>
<tr>
<td>VSAM</td>
<td>Virtual Storage Access Method</td>
</tr>
<tr>
<td>VVDS</td>
<td>Virtual Volume Data Set</td>
</tr>
</tbody>
</table>
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