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[ IWould you like to discuss interesting topics with intelligent
people? If so, you might be interested in Colloquy, the world's first
Internet-based high-IQ society. I'm one of the Regents of this
society, and am responsible for the email list and for membership
applications. Application instructions are available here.

Isthisbook for you? If you're a programmer in alanguage other than C++, and want to upgrade your
skills, then the answer isyes. But what if you have no previous programming experience? In that case,
here's alittle quiz that may help you decide:

1. Do you want to know how the programsin your computer work inside, and how to write some
of your own?

2. Areyou willing to exert yourself mentally to learn acomplex technical subject?
3. Do you have a sense of humor?
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If you've answered yes to these questions and follow through with the effort required, then you will
get alot out of this book.

The common wisdom states that programming is a difficult subject that should be reserved for a small
number of specialists. One of the main reasons that | have written thisbook isthat | believe this
attitude iswrong; it is possible, and even desirable, for you to learn how programs work and how to
write them. Those who don't understand how computers perform their scemingly magical feats are at
an increasing disadvantage in a society ever more dependent on these extraordinary machines.

Regardless of the topic, | can see no valid reason for abook to be stuffy and dry, and I've done
everything possible to make this one approachable. However, don't let the casual tone fool you into
thinking that the subject is easy; thereisno "royal road" to programming, any more than there isto
geometry. Especialy if you have no prior experience in programming, this book will stretch your
mind more than virtually any other subject you could study.

One of the reasons that this book is different from other books is the participation of Susan, my
primary "test reader”, whose account of her involvement in this project immediately follows this
Preface. | recommend that you read that account before continuing with the technical material
following it, as it explains how and why she contributed to making your task easier and more
enjoyable.

Speaking of Susan, hereis abit of correspondence between us on the topic of how one should read
this book, which occurred after her first reading of the chapters on hardware and programming basics:

Susan: Let me say this: to feel like | would truly understand it, | would really need to
study this about two more times. Now, | could do this, but | am not sure you would
want me to do so. | think reading a chapter once is enough for most people.

Steve: Asamatter of fact, | would expect the reader of my book to read and study this
chapter several timesif necessary; for someone completely new to programming, |
Imagine that it would be necessary. Programming is one of the most complex human
disciplines, although it doesn't take the mathematical skills of a subject such as nuclear
physics, for example. I've tried to make my explanations as simple as possible, but
there's no way to learn programming (or any other complex subject) without investing a
significant amount of work and thought.

After she had gone through the text a number of times and had learned a ot from the process, we
continued this discussion as follows:

Susan: Well then, maybe this should be pointed out in a Preface or something. Of
course, it would eventually be obvious to the reader asit wasto me, but it took me
awhile to come to that conclusion. The advantage of knowing thisin advanceis that
maybe | would not be so discouraged that | was not brilliant after one read of a chapter.

Steve: | will indeed mention in the Preface that the reader shouldn't be fooled by the
casual tone into thinking that thisis going to be awalk in the park. In any event, please
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don't be discouraged. It seems to me that you have absorbed afair amount of very
technical material with no previous background; that's something to be proud of!

WE'l be hearing from Susan many more times in the course of the book. She will be checking in
frequently in the form of extracts from the e-mail discussion we engaged in during the testing and
revising process. | hope you will find her comments and my replies add a personal touch to your study
of this technical material.

| am always happy to receive correspondence from readers. If you wish to contact me, the best way is
to visit my WWW home page.

If you prefer, you can email me.

In the event that you enjoy this book and would like to tell others about it, you might want to write an
on-line review on Amazon.com, which you can do here.

Whenever | refer to "the software from the CD in the back of the book”, | am talking about the DJGPP
compiler, written and copyrighted by DJ Delorie, which is available here, and RHIDE, an integrated

development environment for the DJGPP compiler, written and copyrighted by Robert Hoehne, which
Is available here. The source code for the examplesis available here.

| should also tell you how the various typefaces are used in the book. Hel vet i caNar r owisused
for program listings, for terms used in programs, and for words defined by the C++ language. Italics
are used primarily for technical terms that are found in the glossary, although they are also used for
emphasisin some places. The first time that a particular technical termisused, itisin bold face; if it
isaterm defined in the C++ language, it will bein Hel vet i cal Nar r owBol d.

Now that those preliminaries are out of the way, let's proceed. The next voice you will hear isthat of
Susan, my test reader. | hope you get as much out of her participation in thisbook as | have.

Now, on with the show!
Dedication
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@ basi c00. cc 06- Cct - 2002 11:18 1k
@ basi c00. gdt 06- Cct - 2002 11:18 1k
@ basi c00. gpr 06- Cct - 2002 11:18 10k
@ basi c01. cc 06- Cct - 2002 11:18 1k
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06- Cct - 2002
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11:
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11:
11:
11:

19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

ok
1k
1k
ok
7k
10k
1k
1k
ok
1k
3k
3k
2k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok


http://www.steveheller.com/whos/code/pump1a.gpr
http://www.steveheller.com/whos/code/pump2.gdt
http://www.steveheller.com/whos/code/pump2.gpr
http://www.steveheller.com/whos/code/scopclas.gdt
http://www.steveheller.com/whos/code/scopclas.gpr
http://www.steveheller.com/whos/code/strcmp.gdt
http://www.steveheller.com/whos/code/strcmp.gpr
http://www.steveheller.com/whos/code/strex1.gdt
http://www.steveheller.com/whos/code/strex1.gpr
http://www.steveheller.com/whos/code/strex2.gdt
http://www.steveheller.com/whos/code/strex2.gpr
http://www.steveheller.com/whos/code/strex3.gdt
http://www.steveheller.com/whos/code/strex3.gpr
http://www.steveheller.com/whos/code/strex5.gdt
http://www.steveheller.com/whos/code/strex5.gpr

Index of /whos/code

3

strex6. cc

strex6. gdt

strex6. gpr

stringl.cc

stringl.h

string3.cc

string3.h

string4.cc

string4.h

string5. cc

string5.h

stringba. cc

stringbx.cc

string5x. out

string5y. cc

stringby. out

string6.cc

string6.h

strsortl.cc

strtstl.cc

strtst3.cc

strtst3a.cc

strtst3a.err

strtst4.cc

strtsth. cc

strtst5x.cc

test.cc

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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2k
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2k
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1k
1k
1k
3k
1k
1k
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1k
1k
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http://www.steveheller.com/whos/code/strex6.gdt
http://www.steveheller.com/whos/code/strex6.gpr
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t est. gdt
test. gpr

testpare. cc

t est pare. gdt

t est pare. gpr

vectl. cc

vect 1. gdt

vect 1. gpr

vect 2. cc

vect 2. gdt

vect 2. gpr

vect 2a. cc

vect 2a. gdt

vect 2a. gpr

vect 3. cc

vect 3. gdt

vect 3. gpr

vector. h

wassert. h

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:

19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
3k
1k
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3 Parent Directory 06- Cct - 2002 11:18 -
@ wassert.h 06- Cct - 2002 11:19 1k
@ vector.h 06- Cct - 2002 11:19 3k
@ vect 3. gpr 06- Cct -2002 11:19 9k
@ vect 3. gdt 06- Cct - 2002 11:19 1k
@ vect 3. cc 06- Cct - 2002 11:19 1k
@ vect 2a. gpr 06- Cct-2002 11:19 9k
@ vect 2a. gdt 06- Cct - 2002 11:19 1k
@ vect 2a. cc 06- Cct-2002 11:19 1k
@ vect 2. gpr 06- Cct - 2002 11:19 9k
@ vect 2. gdt 06- Cct - 2002 11:19 1k
@ vect 2. cc 06- Cct -2002 11:19 1k
@ vect 1. gpr 06- Cct - 2002 11:19 9k
@ vect 1. gdt 06- Cct - 2002 11:19 1k
@ vect 1. cc 06- Cct - 2002 11:19 1k
@ t est pare. gpr 06- Cct - 2002 11:19 9k
@ t est par e. gdt 06- Cct - 2002 11:19 1k
@ test pare. cc 06- Cct - 2002 11:19 1k
@ test. gpr 06- Cct - 2002 11:19 9k
@ t est. gdt 06- Cct-2002 11:19 1k
@ test.cc 06- Cct - 2002 11:19 1k
@ strtst5x.cc 06- Cct - 2002 11:19 1k
@ strtstb5.cc 06- Cct - 2002 11:19 1k
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http://www.steveheller.com/whos/code/vect2a.gdt
http://www.steveheller.com/whos/code/vect2.gpr
http://www.steveheller.com/whos/code/vect2.gdt
http://www.steveheller.com/whos/code/vect1.gpr
http://www.steveheller.com/whos/code/vect1.gdt
http://www.steveheller.com/whos/code/testpare.gpr
http://www.steveheller.com/whos/code/testpare.gdt
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strtst4

. CC

strtst3

a. err

strtst3

a. CcC

strtst3

. CC

strtstl

. CC

strsort

l.cc

stringb

. h

string6

. CC

strin

o

stringby. out

SYy. ccC

stringb

©

X. out

stringb

X. CC

stringb

a. CC

stringb

. h

string5.

CcC

h

string4.

string4.

CcC

string3.

cC

string3.

stringl.

stringl.

CcC

st rexe6.

agpr

st r exe6.

gdt

Sstrex6.

cC

st rex5h.

gpr

st rex5h.

strex5. g

cC

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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scopcl as.

out

scopcl as. g

scopcl as.

gdt

scopcl as.

CcC

readne. t x

t

readne. di

f

c
N
=

punp?2. gdt

unp2.c

c

[HEN

?J .
o

punpla. gd

r

t

punpla. cc

) (0 ) () ) () () ) () ) ) ) ) ) ) () ) ) ) ) ) ) () ) ) ) [

punpl. gpr

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/strex3.gpr
http://www.steveheller.com/whos/code/strex3.gdt
http://www.steveheller.com/whos/code/strex2.gpr
http://www.steveheller.com/whos/code/strex2.gdt
http://www.steveheller.com/whos/code/strex1.gpr
http://www.steveheller.com/whos/code/strex1.gdt
http://www.steveheller.com/whos/code/strcmp.gpr
http://www.steveheller.com/whos/code/strcmp.gdt
http://www.steveheller.com/whos/code/scopclas.gpr
http://www.steveheller.com/whos/code/scopclas.gdt
http://www.steveheller.com/whos/code/pump2.gpr
http://www.steveheller.com/whos/code/pump2.gdt
http://www.steveheller.com/whos/code/pump1a.gpr
http://www.steveheller.com/whos/code/pump1a.gdt
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punpl. gdt

punpl. cc

nof unc. gpr

nof unc. gdt

nof unc. cc

nor bas04. g

nor bas04.

gdt

nor bas04.

CC

nor bas03.

nor bas03. g

gpr

nor bas03.

cC

nor bas02.

gpr

nor bas02. g

nor bas02.

nor bas01. g

nor bas01. g

nor bas01.

nor bas00. g

nor bas00. g

nor bas00.

ccC

nkal I tr. ouu

nkal | nr u.

out

itentst6.g

itentst6.g

Eﬁ | tent st6.

Eﬁ itenmt st5.g
Eﬁ Itentst5.

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/pump1.gdt
http://www.steveheller.com/whos/code/nofunc.gpr
http://www.steveheller.com/whos/code/nofunc.gdt
http://www.steveheller.com/whos/code/morbas04.gpr
http://www.steveheller.com/whos/code/morbas04.gdt
http://www.steveheller.com/whos/code/morbas03.gpr
http://www.steveheller.com/whos/code/morbas03.gdt
http://www.steveheller.com/whos/code/morbas02.gpr
http://www.steveheller.com/whos/code/morbas02.gdt
http://www.steveheller.com/whos/code/morbas01.gpr
http://www.steveheller.com/whos/code/morbas01.gdt
http://www.steveheller.com/whos/code/morbas00.gpr
http://www.steveheller.com/whos/code/morbas00.gdt
http://www.steveheller.com/whos/code/itemtst6.gpr
http://www.steveheller.com/whos/code/itemtst6.gdt
http://www.steveheller.com/whos/code/itemtst5.gpr
http://www.steveheller.com/whos/code/itemtst5.gdt
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@ I tentsth.

CC

@ itentst4.g

@ itentst4.g

@ I tentst4.

@ itentst3.g

@ itentst3.g
@ I tentst3.

ccC

@ | tentst?2.

out

@ I tent st?2.

@ itenmtst2.g

gpr

@ I tentst?2.

cC

Eﬁ Itentstl.

gpr

@ itentstl.

gdt

@ ltentstl.

CC

@ itenb. h

@ Itenb. cc

@ I tenb. h
ﬁ itenb. cc
ﬁ itend. h

=l iteml. cc
=] itenR.h
=] itenP. cc
=] itenl. h

@ Iteml. cc
@ I nvent 2. h

@ I nvent 2. cc

@ Il nvent 1. h

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/itemtst4.gpr
http://www.steveheller.com/whos/code/itemtst4.gdt
http://www.steveheller.com/whos/code/itemtst3.gpr
http://www.steveheller.com/whos/code/itemtst3.gdt
http://www.steveheller.com/whos/code/itemtst2.gpr
http://www.steveheller.com/whos/code/itemtst2.gdt
http://www.steveheller.com/whos/code/itemtst1.gpr
http://www.steveheller.com/whos/code/itemtst1.gdt
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nvent 1. cc

?

nitf.

out

nitf.g

nitf.

nite.

initf.

out

nite.

gpr

nite.

gdt

nitd.

nite.

CcC

out

nitd.g

ni td.

gdt

nitc.

CcC

i nitd.

out

nitc.g

nitc.g

nitb.

nitc.

out

nitb.g

nitb.

gdt

nita.

initb.

CcC

out

nita.g

nita.g

uncl.

?

B s s

uncl.

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/initf.gdt
http://www.steveheller.com/whos/code/inite.gpr
http://www.steveheller.com/whos/code/inite.gdt
http://www.steveheller.com/whos/code/initd.gpr
http://www.steveheller.com/whos/code/initd.gdt
http://www.steveheller.com/whos/code/initc.gpr
http://www.steveheller.com/whos/code/initc.gdt
http://www.steveheller.com/whos/code/initb.gpr
http://www.steveheller.com/whos/code/initb.gdt
http://www.steveheller.com/whos/code/inita.gpr
http://www.steveheller.com/whos/code/inita.gdt
http://www.steveheller.com/whos/code/func1.gpr
http://www.steveheller.com/whos/code/func1.gdt
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Eﬁ funcl. cc

dangchar . out

dangchar. gpr

dangchar . gdt

dangchar. cc

cout 1. gpr

cout 1. gdt

coutl.cc

count 6.

count 6.

gpr

gdt

count 6.

cC

count 5.

gpr

count5. g

count 5.

count 4. g

count 4. g

count 4.

count 3. g

count 3. g

count 3.

count 2. g

count 2.

count 2.

countl.g

count 1.

count 1.

common.

i n

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/dangchar.gpr
http://www.steveheller.com/whos/code/dangchar.gdt
http://www.steveheller.com/whos/code/cout1.gpr
http://www.steveheller.com/whos/code/cout1.gdt
http://www.steveheller.com/whos/code/count6.gpr
http://www.steveheller.com/whos/code/count6.gdt
http://www.steveheller.com/whos/code/count5.gpr
http://www.steveheller.com/whos/code/count5.gdt
http://www.steveheller.com/whos/code/count4.gpr
http://www.steveheller.com/whos/code/count4.gdt
http://www.steveheller.com/whos/code/count3.gpr
http://www.steveheller.com/whos/code/count3.gdt
http://www.steveheller.com/whos/code/count2.gpr
http://www.steveheller.com/whos/code/count2.gdt
http://www.steveheller.com/whos/code/count1.gpr
http://www.steveheller.com/whos/code/count1.gdt
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comon. h
code. ol d
code. new

cal cl. out

cal cl. gpr

cal cl. gdt
cal cl. cc

birthprt.gpr

birthprt. gdt

birthprt.cc

bi rt hday. gpr

bi rt hday. gdt

bi rt hday. cc

basi c09. gpr

basi c09. gdt

basi c09. cc

basi c08. gpr

basi c08. gdt

basi c08. cc

basi cO7. gpr

basi c07. gdt

basi c07. cc

basi c06. gpr

basi c06. gdt

basi c06. cc

basi c05. gpr

basi c05. gdt

06- Cct - 2002
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http://www.steveheller.com/whos/code/calc1.gpr
http://www.steveheller.com/whos/code/calc1.gdt
http://www.steveheller.com/whos/code/birthprt.gpr
http://www.steveheller.com/whos/code/birthprt.gdt
http://www.steveheller.com/whos/code/birthday.gpr
http://www.steveheller.com/whos/code/birthday.gdt
http://www.steveheller.com/whos/code/basic09.gpr
http://www.steveheller.com/whos/code/basic09.gdt
http://www.steveheller.com/whos/code/basic08.gpr
http://www.steveheller.com/whos/code/basic08.gdt
http://www.steveheller.com/whos/code/basic07.gpr
http://www.steveheller.com/whos/code/basic07.gdt
http://www.steveheller.com/whos/code/basic06.gpr
http://www.steveheller.com/whos/code/basic06.gdt
http://www.steveheller.com/whos/code/basic05.gpr
http://www.steveheller.com/whos/code/basic05.gdt
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basi c04. g

basi c04. g

basi c04.
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basi c03. g

basi c03.

basi c02.

apr

basi c02.

i cO2.

basi c0l1. g

basi c01.

basi c01.

basi c00.

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/basic03.gdt
http://www.steveheller.com/whos/code/basic02.gpr
http://www.steveheller.com/whos/code/basic02.gdt
http://www.steveheller.com/whos/code/basic01.gpr
http://www.steveheller.com/whos/code/basic01.gdt
http://www.steveheller.com/whos/code/basic00.gpr
http://www.steveheller.com/whos/code/basic00.gdt
http://www.steveheller.com/whos/code/ages.gpr
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Nane Last nodified Si ze Description
3 Parent Directory 06- Cct - 2002 11:18 -
@ ages. cc 06- Cct - 2002 11:18 1k
@ ages. gdt 06- Cct - 2002 11:18 1k
@ ages. gpr 06- Cct -2002 11:18 9k
@ basi c00. cc 06- Cct - 2002 11:18 1k
@ basi c00. gdt 06- Cct - 2002 11:18 1k
@ basi c00. gpr 06- Cct - 2002 11:18 10k
@ basi c01. cc 06- Cct - 2002 11:18 1k
@ basi c01. gdt 06- Cct -2002 11:18 1k
@ basi cOl. gpr 06- Cct - 2002 11:18 9k
@ basi c02. cc 06- Cct - 2002 11:18 1k
@ basi c02. gdt 06- Cct-2002 11:18 1k
@ basi c02. gpr 06- Cct - 2002 11:18 9k
@ basi c03. cc 06- Cct-2002 11:18 1k
@ basi c03. gdt 06- Cct - 2002 11:18 1k
@ basi c03. gpr 06- Cct-2002 11:18 9k
@ basi c04. cc 06- Cct -2002 11:18 1k
@ basi c04. gdt 06- Cct -2002 11:18 1k
@ basi c04. gpr 06- Cct -2002 11:18 9k
@ basi c05. cc 06- Cct-2002 11:18 1k
@ basi c05. gdt 06- Cct-2002 11:19 1k
@ basi c05. gpr 06- Cct - 2002 11:19 9k
@ basi c06. cc 06- Cct - 2002 11:19 1k

http://www.steveheller.com/whos/code/?M=A (1 of 9) [2003-5-31 17:48:40]


http://www.steveheller.com/whos/code/ages.gdt
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http://www.steveheller.com/whos/code/basic00.gpr
http://www.steveheller.com/whos/code/basic01.gdt
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http://www.steveheller.com/whos/code/basic02.gdt
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http://www.steveheller.com/whos/code/basic03.gdt
http://www.steveheller.com/whos/code/basic03.gpr
http://www.steveheller.com/whos/code/basic04.gdt
http://www.steveheller.com/whos/code/basic04.gpr
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http://www.steveheller.com/whos/code/basic05.gpr
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basi c07. c

basi c07. g
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basi c08. g

basi c09. c

basi c09. g

basi c09. g

bi rt hday.

bi rt hday. g

bi rt hday.

apr

birthprt.

birthprt.

birthprt.

gdt

gpr

calcl. cc

cal cl. gdt

cal cl. gpr

cal cl. out

code. new
code. ol d
comon. h

conmon.in

countl. cc

count 1. gd

t

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/basic06.gdt
http://www.steveheller.com/whos/code/basic06.gpr
http://www.steveheller.com/whos/code/basic07.gdt
http://www.steveheller.com/whos/code/basic07.gpr
http://www.steveheller.com/whos/code/basic08.gdt
http://www.steveheller.com/whos/code/basic08.gpr
http://www.steveheller.com/whos/code/basic09.gdt
http://www.steveheller.com/whos/code/basic09.gpr
http://www.steveheller.com/whos/code/birthday.gdt
http://www.steveheller.com/whos/code/birthday.gpr
http://www.steveheller.com/whos/code/birthprt.gdt
http://www.steveheller.com/whos/code/birthprt.gpr
http://www.steveheller.com/whos/code/calc1.gdt
http://www.steveheller.com/whos/code/calc1.gpr
http://www.steveheller.com/whos/code/count1.gdt
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count 1. gpr

count 2. cc

count 2. gdt

count 2. gpr

count 3. cc

count 3. gdt

count 3. gpr

count 4. cc

count 4. gdt

count 4. gpr

count 5. cc

count 5. gdt

count 5. gpr

count 6. cc

count 6. gdt

count 6. gpr
coutl. cc

cout 1. gdt

cout 1. gpr

dangchar. cc

dangchar . gdt

dangchar. gpr

dangchar . out

funcl. cc

funcl. gdt

Eﬁ funcl. gpr

Eﬁ lnita.cc
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http://www.steveheller.com/whos/code/count1.gpr
http://www.steveheller.com/whos/code/count2.gdt
http://www.steveheller.com/whos/code/count2.gpr
http://www.steveheller.com/whos/code/count3.gdt
http://www.steveheller.com/whos/code/count3.gpr
http://www.steveheller.com/whos/code/count4.gdt
http://www.steveheller.com/whos/code/count4.gpr
http://www.steveheller.com/whos/code/count5.gdt
http://www.steveheller.com/whos/code/count5.gpr
http://www.steveheller.com/whos/code/count6.gdt
http://www.steveheller.com/whos/code/count6.gpr
http://www.steveheller.com/whos/code/cout1.gdt
http://www.steveheller.com/whos/code/cout1.gpr
http://www.steveheller.com/whos/code/dangchar.gdt
http://www.steveheller.com/whos/code/dangchar.gpr
http://www.steveheller.com/whos/code/func1.gdt
http://www.steveheller.com/whos/code/func1.gpr
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out

nitc.

nitc.
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gdt

nitc.g

nitc.

out

nitd.

initd.

CccC

gdt

ni td.

apr

nitd.

out

nite.

nite.

CcC

gdt

nite.g

nite.

out

nitf.

initf.

ccC

gdt

nitf

. gpr

nitf.

out

nvent 1. cc

nvent 1. h

nvent 2. cc

nvent 2. h

06- Cct - 2002
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http://www.steveheller.com/whos/code/inita.gdt
http://www.steveheller.com/whos/code/inita.gpr
http://www.steveheller.com/whos/code/initb.gdt
http://www.steveheller.com/whos/code/initb.gpr
http://www.steveheller.com/whos/code/initc.gdt
http://www.steveheller.com/whos/code/initc.gpr
http://www.steveheller.com/whos/code/initd.gdt
http://www.steveheller.com/whos/code/initd.gpr
http://www.steveheller.com/whos/code/inite.gdt
http://www.steveheller.com/whos/code/inite.gpr
http://www.steveheller.com/whos/code/initf.gdt
http://www.steveheller.com/whos/code/initf.gpr
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@ lteml. cc

@ iteml. h

@ I tenP. cc

@ I tenP. h

@ Itemd. cc

@ Itemd. h

@ I tenb. cc

@ Itenb. h

@ I tenb. cc

@ Itenb. h

@ ltentstl.

Eﬁ Itentstl.

@ itenmtstl. g

@ I tent st 2.

@ itentst2.g

@ itentst2.g
@ I tent st 2.

@ I tent st 3.

@ itentst3.g
@ I tent st 3.

@ I tentst4.

@ I tentst4.

@ itentst4d.g

@ I tentst5.

Eﬁ | tentstS.

@ itenmt st5.g
@ I tent st6.
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http://www.steveheller.com/whos/code/itemtst1.gdt
http://www.steveheller.com/whos/code/itemtst1.gpr
http://www.steveheller.com/whos/code/itemtst2.gdt
http://www.steveheller.com/whos/code/itemtst2.gpr
http://www.steveheller.com/whos/code/itemtst3.gdt
http://www.steveheller.com/whos/code/itemtst3.gpr
http://www.steveheller.com/whos/code/itemtst4.gdt
http://www.steveheller.com/whos/code/itemtst4.gpr
http://www.steveheller.com/whos/code/itemtst5.gdt
http://www.steveheller.com/whos/code/itemtst5.gpr
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@ | tent st 6. gdt

EﬁiteMst&gpr

nkal | nru. out

nkal | tr. ouu

nor bas00. cc

nor bas00. gdt

nor bas00. gpr

nor bas01. cc

nor bas01. gdt

nor bas01. gpr

nor bas02. cc

nor bas02. gqdt

nor bas02. gpr

nor bas03. cc

nor bas03. gdt

nor bas03. gpr

nor bas04. cc

nor bas04. gdt

nor bas04. gpr

nof unc. cc

nof unc. gdt

nof unc. gpr

punpl. cc

punpl. gdt

punpl. gpr

punpla. cc

punpla. gdt

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/itemtst6.gdt
http://www.steveheller.com/whos/code/itemtst6.gpr
http://www.steveheller.com/whos/code/morbas00.gdt
http://www.steveheller.com/whos/code/morbas00.gpr
http://www.steveheller.com/whos/code/morbas01.gdt
http://www.steveheller.com/whos/code/morbas01.gpr
http://www.steveheller.com/whos/code/morbas02.gdt
http://www.steveheller.com/whos/code/morbas02.gpr
http://www.steveheller.com/whos/code/morbas03.gdt
http://www.steveheller.com/whos/code/morbas03.gpr
http://www.steveheller.com/whos/code/morbas04.gdt
http://www.steveheller.com/whos/code/morbas04.gpr
http://www.steveheller.com/whos/code/nofunc.gdt
http://www.steveheller.com/whos/code/nofunc.gpr
http://www.steveheller.com/whos/code/pump1.gdt
http://www.steveheller.com/whos/code/pump1.gpr
http://www.steveheller.com/whos/code/pump1a.gdt
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) 0 ) ) ) ) () ) () ) ) ) ) ) ) () ) ) ) ) ) (6 () ) ) ) [

punpla.

gpr

punp?2. cc

punp2. gdt

punp2. gpr

r eadne.

di f

readne.

t xt

scopcl as. cc

scopcl as. gdt

scopcl as. gpr

scopcl as. out

shop2.in
shop3.in

st rcnp.

CcC

strcnp.

strcnp. g

strexl.

strexl.

strexl.g

strex?2.

strex?2.

st rex?2.

st rex3.

st rex3.

strex3.

st rex5h.

strexs.

st rex5h.

apr

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:

19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

ok
1k
1k
ok
7k
10k
1k
1k
ok
1k
3k
3k
2k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok


http://www.steveheller.com/whos/code/pump1a.gpr
http://www.steveheller.com/whos/code/pump2.gdt
http://www.steveheller.com/whos/code/pump2.gpr
http://www.steveheller.com/whos/code/scopclas.gdt
http://www.steveheller.com/whos/code/scopclas.gpr
http://www.steveheller.com/whos/code/strcmp.gdt
http://www.steveheller.com/whos/code/strcmp.gpr
http://www.steveheller.com/whos/code/strex1.gdt
http://www.steveheller.com/whos/code/strex1.gpr
http://www.steveheller.com/whos/code/strex2.gdt
http://www.steveheller.com/whos/code/strex2.gpr
http://www.steveheller.com/whos/code/strex3.gdt
http://www.steveheller.com/whos/code/strex3.gpr
http://www.steveheller.com/whos/code/strex5.gdt
http://www.steveheller.com/whos/code/strex5.gpr
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3

strex6. cc

strex6. gdt

strex6. gpr

stringl.cc

stringl.h

string3.cc

string3.h

string4.cc

string4.h

string5. cc

string5.h

stringba. cc

stringbx.cc

string5x. out

string5y. cc

stringby. out

string6.cc

string6.h

strsortl.cc

strtstl.cc

strtst3.cc

strtst3a.cc

strtst3a.err

strtst4.cc

strtsth. cc

strtst5x.cc

test.cc

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

1k
1k
ok
1k
1k
1k
1k
1k
1k
2k
1k
2k
2k
1k
1k
1k
3k
1k
1k
1k
1k
1k
1k
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1k
1k


http://www.steveheller.com/whos/code/strex6.gdt
http://www.steveheller.com/whos/code/strex6.gpr
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t est. gdt
test. gpr

testpare. cc

t est pare. gdt

t est pare. gpr

vectl. cc

vect 1. gdt

vect 1. gpr

vect 2. cc

vect 2. gdt

vect 2. gpr

vect 2a. cc

vect 2a. gdt

vect 2a. gpr

vect 3. cc

vect 3. gdt

vect 3. gpr

vector. h

wassert. h

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002

11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:

19
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19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
3k
1k
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http://www.steveheller.com/whos/code/testpare.gpr
http://www.steveheller.com/whos/code/vect1.gdt
http://www.steveheller.com/whos/code/vect1.gpr
http://www.steveheller.com/whos/code/vect2.gdt
http://www.steveheller.com/whos/code/vect2.gpr
http://www.steveheller.com/whos/code/vect2a.gdt
http://www.steveheller.com/whos/code/vect2a.gpr
http://www.steveheller.com/whos/code/vect3.gdt
http://www.steveheller.com/whos/code/vect3.gpr
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Nane Last nodified Si ze

Description

http://www.steveheller.com/whos/code/?S=A (1 of 9) [2003-5-31 17:48:42]

3 Parent Directory 06- Cct - 2002 11:18 -
@ | ni ta.out 06- Cct - 2002 11:19 1k
@ I ni tb. out 06- Cct - 2002 11:19 1k
@ I ni tc.out 06- Cct -2002 11:19 1k
@ | ni td. out 06- Cct - 2002 11:19 1k
@ | ni te.out 06- Cct - 2002 11:19 1k
@ I nitf.out 06- Cct-2002 11:19 1k
@ conmon. i n 06- Cct - 2002 11:19 1k
@ dangchar . out 06- Cct-2002 11:19 1k
@ test.cc 06- Cct - 2002 11:19 1k
@ t est pare. cc 06- Cct - 2002 11:19 1k
@ stringby. cc 06- Cct - 2002 11:19 1k
@ nmor bas02. cc 06- Cct - 2002 11:19 1k
@ strtst3a.cc 06- Cct - 2002 11:19 1k
@ scopcl as. out 06- Cct - 2002 11:19 1k
@ strtstl.cc 06- Cct - 2002 11:19 1k
@ string5x. out 06- Cct-2002 11:19 1k
@ coutl. cc 06- Cct - 2002 11:19 1k
@ cal cl. out 06- Cct - 2002 11:19 1k
@ strtst3.cc 06- Cct-2002 11:19 1k
@ basi c02. cc 06- Cct - 2002 11:18 1k
@ stringSy. out 06- Cct - 2002 11:19 1k
@ basi c00. cc 06- Cct - 2002 11:18 1k
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basi c01. cc

stringl.h

strtst4. cc

nor bas03. cc

count 6. cc

itentstl.cc

string3.h

count 2. cc

count 5. cc

countl. cc

strex6. cc

count4. cc

count 3. cc

string4.h

strex3.cc

basi c05. cc

i nvent1. h

strtst5x.cc

bi rt hday. cc

strtstS. cc

itenml. h

basi c03. cc

strex2.cc

strtst3a.err

iten?. h

nor bas01. cc

strexhb. cc

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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11:
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11:
11:
11:
11:

18
19
19
19
19
19
19
19
19
19
19
19
19
19
19
18
19
19
19
19
19
18
19
19
19
19
19

1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
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3

nor bas00. cc

basi c06. cc

inith.cc
lnita.cc
inite.cc
initf.cc

i nvent 2. h

birthprt.cc

basi c04. cc

initc.cc
initd.cc

basi c07. cc

strexl. cc

cal cl. cc
ages. cc

nor bas04. cc

string5.h

itenmd. h
itenb. h

itentst?2.cc

basi c08. cc

itenb. h
conmon. h

basi c09. cc

string6. h

punpl. cc
lteml. cc

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
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stringl.cc

nof unc. cc

t est. gdt
cal cl. gdt

cout 1. gdt

funcl. gdt

i ni ta.qdt

i nitbh. gdt

i nitc.gdt

| ni td. gdt

I nite.gdt

I nitf.gdt

punpl. gdt

count 1. gdt

count 2. gdt

count 3. gdt

count 4. gdt

count 5. gdt

count 6. gdt

nof unc. gdt

strexl. gdt

strex3. gdt

basi c04. gdt

basi c05. gdt

bi rt hday. gdt

bi rt hprt. gdt

dangchar . gdt

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
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11:
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11:
11:
11:
11:
11:
11:
11:
11:

19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
18
19
19
19
19

1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k
1k


http://www.steveheller.com/whos/code/test.gdt
http://www.steveheller.com/whos/code/calc1.gdt
http://www.steveheller.com/whos/code/cout1.gdt
http://www.steveheller.com/whos/code/func1.gdt
http://www.steveheller.com/whos/code/inita.gdt
http://www.steveheller.com/whos/code/initb.gdt
http://www.steveheller.com/whos/code/initc.gdt
http://www.steveheller.com/whos/code/initd.gdt
http://www.steveheller.com/whos/code/inite.gdt
http://www.steveheller.com/whos/code/initf.gdt
http://www.steveheller.com/whos/code/pump1.gdt
http://www.steveheller.com/whos/code/count1.gdt
http://www.steveheller.com/whos/code/count2.gdt
http://www.steveheller.com/whos/code/count3.gdt
http://www.steveheller.com/whos/code/count4.gdt
http://www.steveheller.com/whos/code/count5.gdt
http://www.steveheller.com/whos/code/count6.gdt
http://www.steveheller.com/whos/code/nofunc.gdt
http://www.steveheller.com/whos/code/strex1.gdt
http://www.steveheller.com/whos/code/strex3.gdt
http://www.steveheller.com/whos/code/basic04.gdt
http://www.steveheller.com/whos/code/basic05.gdt
http://www.steveheller.com/whos/code/birthday.gdt
http://www.steveheller.com/whos/code/birthprt.gdt
http://www.steveheller.com/whos/code/dangchar.gdt
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nor bas02. gdt

nor bas03. gdt

scopcl as. gdt

t est pare. gdt

strex?2. gdt

vect 2. gdt

vect 3. gdt

vect 2a. qdt

basi c07. gdt

basi c08. gdt

nor bas00. gdt

basi c06. gdt

nor bas01. gdt

dangchar. cc

string3.cc

funcl. cc
itenR. cc

wassert. h

string4.cc

punpla. cc

strsortl.cc

vectl.cc
punp2. cc
code. ol d
vect 2. cc

tentst3.cc

vect 2a. cc

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/morbas02.gdt
http://www.steveheller.com/whos/code/morbas03.gdt
http://www.steveheller.com/whos/code/scopclas.gdt
http://www.steveheller.com/whos/code/testpare.gdt
http://www.steveheller.com/whos/code/strex2.gdt
http://www.steveheller.com/whos/code/vect2.gdt
http://www.steveheller.com/whos/code/vect3.gdt
http://www.steveheller.com/whos/code/vect2a.gdt
http://www.steveheller.com/whos/code/basic07.gdt
http://www.steveheller.com/whos/code/basic08.gdt
http://www.steveheller.com/whos/code/morbas00.gdt
http://www.steveheller.com/whos/code/basic06.gdt
http://www.steveheller.com/whos/code/morbas01.gdt
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?
?

?
?
?

strex5. gdt

itemd. cc

punp2. gdt

punpla. gdt

strex6. gdt

ages. gdt
basi c09. gdt

I tent st 3. gdt

nor bas04. qdt

code. new

scopcl as. cc

vect 1. gdt

vect 3. cc

strcnp. gdt

basi c03. gdt

basi c00. gdt

i nvent 1. cc

i tentstl. gdt

basi c01. gdt
basi c02. gdt

I tent st2. gdt

i tentst4. gdt

i tentst5. gdt

I tent st 6. gdt

itenb. cc

I nvent 2. cc

itentst4.cc

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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19
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18
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19
19
19
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19
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1k
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1k
1k
1k
1k
1k
1k
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1k
1k
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1k
1k
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http://www.steveheller.com/whos/code/strex5.gdt
http://www.steveheller.com/whos/code/pump2.gdt
http://www.steveheller.com/whos/code/pump1a.gdt
http://www.steveheller.com/whos/code/strex6.gdt
http://www.steveheller.com/whos/code/ages.gdt
http://www.steveheller.com/whos/code/basic09.gdt
http://www.steveheller.com/whos/code/itemtst3.gdt
http://www.steveheller.com/whos/code/morbas04.gdt
http://www.steveheller.com/whos/code/vect1.gdt
http://www.steveheller.com/whos/code/strcmp.gdt
http://www.steveheller.com/whos/code/basic03.gdt
http://www.steveheller.com/whos/code/basic00.gdt
http://www.steveheller.com/whos/code/itemtst1.gdt
http://www.steveheller.com/whos/code/basic01.gdt
http://www.steveheller.com/whos/code/basic02.gdt
http://www.steveheller.com/whos/code/itemtst2.gdt
http://www.steveheller.com/whos/code/itemtst4.gdt
http://www.steveheller.com/whos/code/itemtst5.gdt
http://www.steveheller.com/whos/code/itemtst6.gdt
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?
?

stringbx.cc

I tenb. cc

itentsth.cc

stringb.cc

itentst6.cc

strcnp. cc

stringb5a. cc

shop2.in

vector.h

shop3.in

string6. cc

nkal [ tr. ouu

| tent st 2. out

readne. di f

st rex1. gpr

strex2. gpr

strex3. gpr

st rexs. gpr

strex6. gpr

t est pare. gpr

ages. gpr
test. gpr

cal cl. gpr

cout 1. gpr

funcl. gpr

I nita.gpr

I nitb. gpr

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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ok
ok
ok
ok
ok
ok
ok
ok


http://www.steveheller.com/whos/code/strex1.gpr
http://www.steveheller.com/whos/code/strex2.gpr
http://www.steveheller.com/whos/code/strex3.gpr
http://www.steveheller.com/whos/code/strex5.gpr
http://www.steveheller.com/whos/code/strex6.gpr
http://www.steveheller.com/whos/code/testpare.gpr
http://www.steveheller.com/whos/code/ages.gpr
http://www.steveheller.com/whos/code/test.gpr
http://www.steveheller.com/whos/code/calc1.gpr
http://www.steveheller.com/whos/code/cout1.gpr
http://www.steveheller.com/whos/code/func1.gpr
http://www.steveheller.com/whos/code/inita.gpr
http://www.steveheller.com/whos/code/initb.gpr
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Eﬁ I nitc.gpr
Eﬁ I nitd. gpr
Eﬁ I nite.gpr
Eﬁ Initf.gpr

Eﬁ punpl. gpr

2 r

E

count 1. gpr

count 2. gpr

count 3. gpr

count 4. gpr

count 5. gpr

count 6. gpr

nof unc. gpr

punpla. gpr

basi c03. gpr

basi c04. gpr

basi c05. gpr

basi c06. gpr

bi rt hday. gpr

dangchar. gpr

nor bas02. gpr

nor bas03. gpr

nor bas04. gpr

scopcl as. gpr

basi c09. gpr

bi rthprt.gpr

strcnp. gpr

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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http://www.steveheller.com/whos/code/initc.gpr
http://www.steveheller.com/whos/code/initd.gpr
http://www.steveheller.com/whos/code/inite.gpr
http://www.steveheller.com/whos/code/initf.gpr
http://www.steveheller.com/whos/code/pump1.gpr
http://www.steveheller.com/whos/code/pump2.gpr
http://www.steveheller.com/whos/code/count1.gpr
http://www.steveheller.com/whos/code/count2.gpr
http://www.steveheller.com/whos/code/count3.gpr
http://www.steveheller.com/whos/code/count4.gpr
http://www.steveheller.com/whos/code/count5.gpr
http://www.steveheller.com/whos/code/count6.gpr
http://www.steveheller.com/whos/code/nofunc.gpr
http://www.steveheller.com/whos/code/pump1a.gpr
http://www.steveheller.com/whos/code/basic03.gpr
http://www.steveheller.com/whos/code/basic04.gpr
http://www.steveheller.com/whos/code/basic05.gpr
http://www.steveheller.com/whos/code/basic06.gpr
http://www.steveheller.com/whos/code/birthday.gpr
http://www.steveheller.com/whos/code/dangchar.gpr
http://www.steveheller.com/whos/code/morbas02.gpr
http://www.steveheller.com/whos/code/morbas03.gpr
http://www.steveheller.com/whos/code/morbas04.gpr
http://www.steveheller.com/whos/code/scopclas.gpr
http://www.steveheller.com/whos/code/basic09.gpr
http://www.steveheller.com/whos/code/birthprt.gpr
http://www.steveheller.com/whos/code/strcmp.gpr
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R e e e e e A R

basi cO1. gpr

basi c02. gpr

basi c07. gpr

basi c08. gpr

itentstl. gpr

vect 1. gpr

vect 2. gpr

vect 3. gpr

vect 2a. gpr

nmor bas00. gpr

nor bas01. gpr

basi c00. gpr

I tent st3. gpr

I tentst4. gpr

readne. t xt

I tent st5. gpr

I tent st2. gpr

| tentst6. gpr

nkal | nru. out

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002

11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:

18
18
19
19
19
19
19
19
19
19
19
18
19
19
19
19
19
19
19

ok
ok
ok
ok
ok
ok
ok
ok
ok
ok
ok
10k
10k
10k
10k
11k
11k
11k
19k
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http://www.steveheller.com/whos/code/basic01.gpr
http://www.steveheller.com/whos/code/basic02.gpr
http://www.steveheller.com/whos/code/basic07.gpr
http://www.steveheller.com/whos/code/basic08.gpr
http://www.steveheller.com/whos/code/itemtst1.gpr
http://www.steveheller.com/whos/code/vect1.gpr
http://www.steveheller.com/whos/code/vect2.gpr
http://www.steveheller.com/whos/code/vect3.gpr
http://www.steveheller.com/whos/code/vect2a.gpr
http://www.steveheller.com/whos/code/morbas00.gpr
http://www.steveheller.com/whos/code/morbas01.gpr
http://www.steveheller.com/whos/code/basic00.gpr
http://www.steveheller.com/whos/code/itemtst3.gpr
http://www.steveheller.com/whos/code/itemtst4.gpr
http://www.steveheller.com/whos/code/itemtst5.gpr
http://www.steveheller.com/whos/code/itemtst2.gpr
http://www.steveheller.com/whos/code/itemtst6.gpr
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Index of /whos/code

Nane Last nodified Si ze Description
3 Parent Directory 06- Cct - 2002 11:18 -
@ ages. cc 06- Cct - 2002 11:18 1k
@ ages. gdt 06- Cct - 2002 11:18 1k
@ ages. gpr 06- Cct -2002 11:18 9k
@ basi c00. cc 06- Cct - 2002 11:18 1k
@ basi c00. gdt 06- Cct - 2002 11:18 1k
@ basi c00. gpr 06- Cct - 2002 11:18 10k
@ basi c01. cc 06- Cct - 2002 11:18 1k
@ basi c01. gdt 06- Cct -2002 11:18 1k
@ basi cOl. gpr 06- Cct - 2002 11:18 9k
@ basi c02. cc 06- Cct - 2002 11:18 1k
@ basi c02. gdt 06- Cct-2002 11:18 1k
@ basi c02. gpr 06- Cct - 2002 11:18 9k
@ basi c03. cc 06- Cct-2002 11:18 1k
@ basi c03. gdt 06- Cct - 2002 11:18 1k
@ basi c03. gpr 06- Cct-2002 11:18 9k
@ basi c04. cc 06- Cct -2002 11:18 1k
@ basi c04. gdt 06- Cct -2002 11:18 1k
@ basi c04. gpr 06- Cct -2002 11:18 9k
@ basi c05. cc 06- Cct-2002 11:18 1k
@ basi c05. gdt 06- Cct-2002 11:19 1k
@ basi c05. gpr 06- Cct - 2002 11:19 9k
@ basi c06. cc 06- Cct - 2002 11:19 1k
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http://www.steveheller.com/whos/code/ages.gdt
http://www.steveheller.com/whos/code/ages.gpr
http://www.steveheller.com/whos/code/basic00.gdt
http://www.steveheller.com/whos/code/basic00.gpr
http://www.steveheller.com/whos/code/basic01.gdt
http://www.steveheller.com/whos/code/basic01.gpr
http://www.steveheller.com/whos/code/basic02.gdt
http://www.steveheller.com/whos/code/basic02.gpr
http://www.steveheller.com/whos/code/basic03.gdt
http://www.steveheller.com/whos/code/basic03.gpr
http://www.steveheller.com/whos/code/basic04.gdt
http://www.steveheller.com/whos/code/basic04.gpr
http://www.steveheller.com/whos/code/basic05.gdt
http://www.steveheller.com/whos/code/basic05.gpr
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basi c06. g

basi c06. g

basi c07. c

basi c07. g

basi c07. g

basi c08. c

basi c08. g

basi c08. g

basi c09. c

basi c09. g

basi c09. g

bi rt hday.

bi rt hday. g

bi rt hday.

apr

birthprt.

birthprt.

birthprt.

gdt

gpr

calcl. cc

cal cl. gdt

cal cl. gpr

cal cl. out

code. new
code. ol d
comon. h

conmon.in

countl. cc

count 1. gd

t

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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ok
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ok
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ok
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ok
1k
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1k
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http://www.steveheller.com/whos/code/basic06.gdt
http://www.steveheller.com/whos/code/basic06.gpr
http://www.steveheller.com/whos/code/basic07.gdt
http://www.steveheller.com/whos/code/basic07.gpr
http://www.steveheller.com/whos/code/basic08.gdt
http://www.steveheller.com/whos/code/basic08.gpr
http://www.steveheller.com/whos/code/basic09.gdt
http://www.steveheller.com/whos/code/basic09.gpr
http://www.steveheller.com/whos/code/birthday.gdt
http://www.steveheller.com/whos/code/birthday.gpr
http://www.steveheller.com/whos/code/birthprt.gdt
http://www.steveheller.com/whos/code/birthprt.gpr
http://www.steveheller.com/whos/code/calc1.gdt
http://www.steveheller.com/whos/code/calc1.gpr
http://www.steveheller.com/whos/code/count1.gdt
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count 1. gpr

count 2. cc

count 2. gdt

count 2. gpr

count 3. cc

count 3. gdt

count 3. gpr

count 4. cc

count 4. gdt

count 4. gpr

count 5. cc

count 5. gdt

count 5. gpr

count 6. cc

count 6. gdt

count 6. gpr
coutl. cc

cout 1. gdt

cout 1. gpr

dangchar. cc

dangchar . gdt

dangchar. gpr

dangchar . out

funcl. cc

funcl. gdt

Eﬁ funcl. gpr

Eﬁ lnita.cc

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002

http://www.steveheller.com/whos/code/?D=A (3 of 9) [2003-5-31 17:48:44]

11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:

19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
1k
1k
ok
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http://www.steveheller.com/whos/code/count1.gpr
http://www.steveheller.com/whos/code/count2.gdt
http://www.steveheller.com/whos/code/count2.gpr
http://www.steveheller.com/whos/code/count3.gdt
http://www.steveheller.com/whos/code/count3.gpr
http://www.steveheller.com/whos/code/count4.gdt
http://www.steveheller.com/whos/code/count4.gpr
http://www.steveheller.com/whos/code/count5.gdt
http://www.steveheller.com/whos/code/count5.gpr
http://www.steveheller.com/whos/code/count6.gdt
http://www.steveheller.com/whos/code/count6.gpr
http://www.steveheller.com/whos/code/cout1.gdt
http://www.steveheller.com/whos/code/cout1.gpr
http://www.steveheller.com/whos/code/dangchar.gdt
http://www.steveheller.com/whos/code/dangchar.gpr
http://www.steveheller.com/whos/code/func1.gdt
http://www.steveheller.com/whos/code/func1.gpr
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nita.

gdt

?

nita.g

nita.

nith.g

inithb.

nitb.g

nitb.

out

nitc.

nitc.

CC

gdt

nitc.g

nitc.

out

nitd.

initd.

CccC

gdt

ni td.

apr

nitd.

out

nite.

nite.

CcC

gdt

nite.g

nite.

out

nitf.

initf.

ccC

gdt

nitf

. gpr

nitf.

out

nvent 1. cc

nvent 1. h

nvent 2. cc

nvent 2. h

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002

http://www.steveheller.com/whos/code/?D=A (4 of 9) [2003-5-31 17:48:44]

11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:

19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

1k
ok
1k
1k
1k
ok
1k
1k
1k
ok
1k
1k
1k
ok
1k
1k
1k
ok
1k
1k
1k
ok
1k
1k
1k
1k
1k


http://www.steveheller.com/whos/code/inita.gdt
http://www.steveheller.com/whos/code/inita.gpr
http://www.steveheller.com/whos/code/initb.gdt
http://www.steveheller.com/whos/code/initb.gpr
http://www.steveheller.com/whos/code/initc.gdt
http://www.steveheller.com/whos/code/initc.gpr
http://www.steveheller.com/whos/code/initd.gdt
http://www.steveheller.com/whos/code/initd.gpr
http://www.steveheller.com/whos/code/inite.gdt
http://www.steveheller.com/whos/code/inite.gpr
http://www.steveheller.com/whos/code/initf.gdt
http://www.steveheller.com/whos/code/initf.gpr
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@ lteml. cc

@ iteml. h

@ I tenP. cc

@ I tenP. h

@ Itemd. cc

@ Itemd. h

@ I tenb. cc

@ Itenb. h

@ I tenb. cc

@ Itenb. h

@ ltentstl.

Eﬁ Itentstl.

@ itenmtstl. g

@ I tent st 2.

@ itentst2.g

@ itentst2.g
@ I tent st 2.

@ I tent st 3.

@ itentst3.g
@ I tent st 3.

@ I tentst4.

@ I tentst4.

@ itentst4d.g

@ I tentst5.

Eﬁ | tentstS.

@ itenmt st5.g
@ I tent st6.

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
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ok
1k
1k
11k
5k
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1k
10k
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11k
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http://www.steveheller.com/whos/code/itemtst1.gdt
http://www.steveheller.com/whos/code/itemtst1.gpr
http://www.steveheller.com/whos/code/itemtst2.gdt
http://www.steveheller.com/whos/code/itemtst2.gpr
http://www.steveheller.com/whos/code/itemtst3.gdt
http://www.steveheller.com/whos/code/itemtst3.gpr
http://www.steveheller.com/whos/code/itemtst4.gdt
http://www.steveheller.com/whos/code/itemtst4.gpr
http://www.steveheller.com/whos/code/itemtst5.gdt
http://www.steveheller.com/whos/code/itemtst5.gpr
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@ | tent st 6. gdt

EﬁiteMst&gpr

nkal | nru. out

nkal | tr. ouu

nor bas00. cc

nor bas00. gdt

nor bas00. gpr

nor bas01. cc

nor bas01. gdt

nor bas01. gpr

nor bas02. cc

nor bas02. gqdt

nor bas02. gpr

nor bas03. cc

nor bas03. gdt

nor bas03. gpr

nor bas04. cc

nor bas04. gdt

nor bas04. gpr

nof unc. cc

nof unc. gdt

nof unc. gpr

punpl. cc

punpl. gdt

punpl. gpr

punpla. cc

punpla. gdt

06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002
06- Cct - 2002

http://www.steveheller.com/whos/code/?D=A (6 of 9) [2003-5-31 17:48:44]

11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:
11:

19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19

1k
11k
19k
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1k
1k
ok
1k
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http://www.steveheller.com/whos/code/wassert.h
[*TITLE "who's afraid" assert header file*/

[****keyword-flag*** "W 9% 9" */
/* "1 7-May-96, 0: 15: 00 WASSERT. H' */

[****revision-history***x/
/*1 WASSERT. H 7- May- 96, 0: 15: 00 As of MAI NPT. */
[****revision-history***x/

#i f ndef WASSERT_H
#defi ne WASSERT_H

#i f ndef NODEBUG

#defi ne wassert(p) ((p) ? (void)0 : (void) WAssertFail ( \
"Assertion failed: %, file %, line %\n", \

#p, __FILE_, _LINE__ ) )

#defi ne vectorassert(i,c) ((i<c) ? (void)O : (void) VectorAssertFail (\
"You have tried to use elenment % of a vector which has only %d el enents.\n",\
i,c) )

#el se

#def i ne wassert (p)

#def i ne vectorassert (i, c)

#endi f

int WAssertFail (char* p_FormatString, char* p_Message,
char* p_Fil eNane, unsigned p_Li neNunber);

int VectorAssertFail (char* p_FormatString, unsigned p_Index, unsigned p_Count);
#endi f
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#i f ndef VECTOR H
#def i ne VECTOR H

#i ncl ude "comon. h"
#i ncl ude "wassert. h"
typedef unsigned short Arrayl ndex;

tenpl ate <class T>
cl ass vector
{
pr ot ect ed:
T *m Dat a;
Arrayl ndex m Count;
publi c:
vector();
vector (Arrayl ndex p_Count);
vector (Arrayl ndex p_Count, T *p Data);
vector(const vector& p_Vector);
short operator == (const vector& p Vector);
voi d *Get Dat aAddress(){return (void *)m Data;}
vector & operator = (const vector& p_Vector);

T& operator [] (Arraylndex p_Arraylndex) const

{

vectorassert (p_Arraylndex, m Count);

return mData[ p_Arrayl ndex];

}

Arrayl ndex size() const {return m Count;}

voi d resi ze(Arrayl ndex p_NewCount);
~vector() {delete [] mData;}

b

tenpl ate <class T>
vect or <T>::vector ()
{

m Data = 0;

m Count = O;
}

tenpl ate <class T>
vect or <T>::vector (Arrayl ndex p_Count)
{

m Data = O;

m Count = p_Count;

if (mCount > 0)
{
m Data = new T[ m Count];
for (Arraylndex i = 0; i < mGCount; i ++)
mbDatal[i] = T();
}
}

tenpl ate <class T>
vector<T>::vector(Arraylndex p_Count, T *p_Data)

{
m Count = p_Count;

m Data = O;
if (mCount > 0)
{
m Data = new T[ m Count];
for (Arraylndex i = 0; i < mGCount; i ++)
mData[i] = p_Dbata[i];
}
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tenpl ate <class T>
vect or <T>::vector(const vector<T>& p_Vector)

{
if (this == &p_Vector)
return;
m Count = p_Vector.m Count;
m Data = O;
if (mCount > 0)
{
m Data = new T[ m Count];
for (Arraylndex i = 0; i < mCount; i ++)
mData[i] = p_Vector.mDatali];
}
}

tenpl ate <class T>
vect or<T>& vector<T>::operator = (const vector<T>& p_ Vector)

if (this == & Vector)
return *this;

T* A dPtr = m Dat a;

m Count = p_Vector.m Count;

m Data = O;
if (mCount > 0)
{
m Data = new T[ m Count];
for (Arraylndex i = 0; i < mCount; i ++)
mData[i] = p_Vector.mDatali];
}

delete [] AdPtr;

return *this;

}
tenpl ate <class T>
short vector<T>::operator == (const vector<T>& p_Vector)
{
if (this == &p Vector)
return 1;
if (mCount != p Vector.m Count)
return O;
if (mCount == 0)
return 1;
if (mencnp(m Data, p Vector.mData, m Count*si zeof (T)) == 0)
return 1;
return O;

tenpl ate <class T>
voi d vector<T>::resize(Arrayl ndex p_NewCount)
{

T* TenmpPtr,

T* AddPtr = m Dat a;

Arrayl ndex i;

Arrayl ndex Snaller;

Smal | er = mi n(p_NewCount, m Count);

m _Count p_NewCount ;
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m Data = O;

i f (p_NewCount > 0)
{
TenmpPtr = new T[ p_NewCount];
for (i =0; i < Smaller; i ++)

TempPtr[i] = AdPtr[i];

m Data = TenmpPtr;
}

delete [] AdPtr;
}

#endi f
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#i ncl ude <i ostream h>
#i ncl ude "vector.h"

int main()
{
vect or <short > Wei ght (5);
vect or<short > Sort edWei ght (3);
short Hi ghest Wi ght ;
short Hi ghest | ndex;
short i;
short k;

cout << "I'mgoing to ask you to type in five weights, in pounds." << endl;

for (i =0; i <5;)
{
cout << "Please type in weight #" << i+l << ": ";
cin >> Wight[i];
if (Wight[i] <= 0)
{
cout << "I'msorry, " << Weight[i] << " is not a valid weight.";
cout << endl;
}
el se
[

}

for (i =0; i <3; i +4)
{
Hi ghestlndex = 0
Hi ghest Wi ght =
for (k =0; k <
{
if (Weight[k] > Hi ghestWight)

0;
5 k ++)

H ghest Wei ght = Wei ght [ K] ;
Hi ghest | ndex = k;
}
}

SortedWei ght[i] = Hi ghest Wi ght;

Wei ght [ Hi ghest I ndex] = 0O;

}

cout << "The highest weight was: " << SortedWi ght[0] << endl;

cout << "The second hi ghest weight was: " << SortedWight[1l] << endl;
cout << "The third highest weight was: " << SortedWight[2] << endl;

return O;
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#i ncl ude <i ostream h>
#i ncl ude "vector.h"

int main()

{

vect or <short > Wei ght (5);

vect or<short > Sort edWei ght (3);
short Hi ghest Wi ght ;

short Hi ghest | ndex;

short i;

short k;

cout << "I'mgoing to ask you to type in five weights, in pounds.

for (i =0; i <5; i ++)
{
cout << "Please type in weight #" << i+l << ": ";
cin >> Wight[i];
if (Wight[i] <= 0)

<< endl ;

{
cout << "I'msorry, " << Weight[i] << " is not a valid weight.";
cout << endl;
}
}
for (i =0; i <3; i +4)
{

H ghest Wi ght = O0;
Hi ghest | ndex = O;
for (k =0; k <5; k ++)

{

if (Weight[k] > Hi ghestWight)
{
H ghest Wei ght = Wei ght [ K] ;
Hi ghest | ndex = k;
}

}
SortedWei ght[i] = Hi ghest Wi ght;
Wei ght [ Hi ghest I ndex] = 0O;
}

cout << "The highest weight was: " << SortedWi ght[0] << endl;

cout << "The second hi ghest weight was: " << SortedWight[1l] << endl;
cout << "The third highest weight was: " << SortedWight[2] << endl;

return O;
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#i ncl ude <i ostream h>
#i ncl ude "vector.h"

int main()

{

vect or <short > Wei ght (5);

vect or<short > Sort edWei ght (3);
short Hi ghest Wi ght ;

short Hi ghest | ndex;

short i;

short k;

cout << "I'mgoing to ask you to type in five weights, in pounds.

for (i =0; i <5; i ++)
{
cout << "Please type in weight #" << i+l << ": ";
cin >> Wight[i];
}

for (i =0; i <3; i +4)
{
H ghest Wi ght = O0;
Hi ghest | ndex = O;
for (k =0; k <5; k ++)

{

if (Weight[k] > Hi ghestWight)
{
H ghest Wei ght = Wei ght [ K] ;
Hi ghest | ndex = k;
}

}

SortedWei ght[i] = Hi ghest Wi ght;
Wei ght [ Hi ghest | ndex] = 0O;

cout << "The highest weight was: " << SortedWi ght[0] << endl;

<< endl ;

cout << "The second hi ghest weight was: " << SortedWight[1l] << endl;
cout << "The third highest weight was: " << SortedWight[2] << endl;

return O;
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#i ncl ude <i ostream h>
#i ncl ude "vector.h"

int main()

{

vect or <short > Wei ght (5);

vect or<short > Sort edWei ght (3);
short Hi ghest Wi ght ;

short Hi ghest | ndex;

short i;

short k;

cout << "I'mgoing to ask you to type in five weights, in pounds.

for (i =0; i <5; i ++)
{
cout << "Please type in weight #" << i+l << ": ";
cin >> Wight[i];
}

for (i =0; i <3; i +4)
{
Hi ghest Wi gh

t =0;
for (k = 0; k < 5;

k ++)

{

if (Weight[k] > Hi ghestWight)
{
H ghest Wei ght = Wei ght [ K] ;
Hi ghest | ndex = k;
}

}
SortedWei ght[i] = Hi ghest Wi ght;
Wei ght [ Hi ghest | ndex] = 0O;
}

cout << "The highest weight was: " << SortedWi ght[0] << endl;

<< endl ;

cout << "The second hi ghest weight was: " << SortedWight[1l] << endl;
cout << "The third highest weight was: " << SortedWight[2] << endl;

return O;
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mai n()
{
int a;
int b;
a = b5;
if (b =a)
a = 3;
}
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#i ncl ude <i ostream h>

int main()

{

cout << "Hello Wrld!'" << endl;
}
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#i ncl ude <i ostream h>
#i ncl ude "string5. h"

int main()

{
string Xx;
string y;

X = "ape";
y = "axes";
if (x <vy)
cout << x << " cones before " <<y << endl;
el se
cout << x << " doesn't cone before " <<y << endl;

return O;
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#i ncl ude <i ostream h>
#i ncl ude "string5. h"

int main()

{
string Xx;
string y;

X = "post";
y = "poster";
if (x <vy)
cout << x << " cones before " <<y << endl;
el se
cout << x << " doesn't cone before " <<y << endl;

return O;
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#i ncl ude <i ostream h>
#i ncl ude "string4. h"

int main()

{

short |en;
string n("Test");

len = n. GetLength();
cout << "The string has " << len << " characters." << endl;

return O;
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E: \ WHOS\ CODE> gcc -0 strtst3a.o -c -1. -g strtst3a.cc
strtst3a.cc: In function “int main()"':
strtst3a.cc:8: menber "mLength' is a private nenber of class “string'

E: \ WHOS\ CODE>
E: \ WHOS\ CODE>got o strtst3a

E: \ WHOS\ CODE>gcc -0 string3.0 -c -1. -g string3.cc
E: \ WHOS\ CODE>got 0 end

E: \ WVHOS\ CODE>
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#i ncl ude <i ostream h>
#i ncl ude "string3. h"

int main()

{ string n("Test");
n.mlLlLength = 12;
n. D splay();
return O,

}
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#i ncl ude <i ostream h>
#i ncl ude "string3. h"

int main()

{ .
string s;
string n("Test");
string Xx;

n;

s
n "My nane is: ";

n. Di splay();

return O;
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#i ncl ude "stringl. h"

int main()

{ .
string s;
string n("Test");
string Xx;

s = n;
n="M nane is: ";

X = n;
return O;
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"
#i ncl ude "vector. h"

int main()

{

vect or<string> Name(5);
vect or <string> SortedNane(5);
string FirstNane;

short Firstlndex;

short i;

short k;

string H ghestName = "zzzzzzzz",

cout << "I'mgoing to ask you to type in five |ast nanes.

for (i =0; i <5; i ++4)
{
cout << "Please type in nane #"' << i+l <<
cin >> Nane[i];

}

for (i =0; i <5; i +4)
{
Fi rst Name = Hi ghest Nane;

Firstlndex = O;
for (k =0; k <5; k ++)

{
i f (Name[k] < FirstNane)
{
Fi rst Name = Nane[ k] ;
Fi rstlndex = k;
}
}
SortedName[i] = FirstNane;
Nane[ Fi rst I ndex] = Hi ghest Narne;

}

cout << "Here are the nanes, in al phabetica
for (i =0; i <5; i ++)
cout << SortedNane[i] << endl;

return O;
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#i f ndef STRI NG H
#def i ne STRI NG H
#i ncl ude <i ostream h>

class string

{

friend ostrean& operator << (ostream& s,
friend istrean& operator >> (istream& s,

publi c:

string();
string(const string& Str);
string& operator = (const string& Str);
~string();

string(char* p);
short GetLength();

bool
bool
bool
bool
bool
bool

private:

oper at or
oper at or
oper at or
oper at or
oper at or
oper at or

< (const string& Str);
== (const string& Str);
> (const string& Str);
>= (const string& Str);
<= (const string& Str);
= (const string& Str);

short m Length;
char* m Dat a;

b
#endi f

const string& Str);
string& Str);
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#i ncl ude <i ostream h>
#i ncl ude "string.h"
#i ncl ude "string6. h"

string::string()

m Lengt h(1),

m Dat a( new char [m Length])
{

}

string::string(const string& Str)
m Length(Str.m Length),
m Dat a( new char [m Length])

{
}

string::string(char* p)
m Lengt h(strlen(p) + 1),
m Dat a(new char [m Length])

{
}

string& string::operator = (const string& Str)
{
if (&Str !'= this)
{
delete [ ] mData;
m Length = Str.m Length;
m Data = new char [m Length];
mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a,

,m Length);

mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a, p, m Lengt h) ;

}
return *this;

}
string::~string()
{

delete [ ] mData;
}
short string:: GetLength()
{

return mLength-1;
}

bool string::operator < (const string& Str)

{

short Result;
short ConparelLengt h;

if (Str.mLength < m Length)
Conpar eLength = Str.m Length;

el se
Conpar eLength = m Lengt h;

Result = nmencnp(m Dat a, Str. m Dat a, Conpar eLengt h) ;

if (Result < 0)
return true;

if (Result > 0)
return fal se;

if (mLength < Str.m Length)
return true;
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return fal se;

}
bool string::operator == (const string& Str)
{ short Result;
if (mLength !'= Str.mLength)
return fal se;
Result = nmencnp(m Data, Str. m Data, m Length);
if (Result == 0)
return true;
return fal se;
}

ostrean& operator << (ostream& s, const string& Str)

{

short i;
for (i=0; i < Str.mULlength-1; i ++)
s << Str.mbDatali];

return s;

}

i stream& operator >> (istream& s, string& Str)

{
const short BUFLEN = 256;

char Buf[ BUFLEN] ;
menset ( Buf , 0, BUFLEN) ;

if (s.peek() =="\n")

s.ignore();
s.getline(Buf, BUFLEN, '\ n');
Str = Buf;

return s;

}

bool string::operator > (const string& Str)

{

short Result;
short ConpareLengt h;

if (Str.mlLength < m Length)
Conpar eLength = Str.m Lengt h;
el se
Conpar eLength = m Lengt h;

Result = nmencnp(m Dat a, Str. m Dat a, Conpar eLengt h) ;

if (Result > 0)
return true;

if (Result < 0)
return fal se;

if (mLength > Str.m Length)
return true;

return fal se;

}

bool string::operator >= (const string& Str)

{

short Resul t;
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short ConpareLengt h;

if (Str.mlLength < m Length)
Conpar eLength = Str.m Lengt h;
el se
Conpar eLength = m Lengt h;

Result = nmencnp(m Dat a, Str. m Dat a, Conpar eLengt h) ;

if (Result > 0)
return true;

if (Result < 0)
return fal se;

if (mLength >= Str.m Length)
return true;

return fal se;

}

bool string::operator <= (const string& Str)

{

short Result;
short ConparelLengt h;

if (Str.mLength < m Length)
Conpar eLength = Str.m Length;

el se
Conpar eLength = m Lengt h;

Result = nmencnp(m Dat a, Str. m Dat a, Conpar eLengt h) ;

if (Result < 0)
return true;

if (Result > 0)
return fal se;

if (mLength <= Str.m Length)
return true;

return fal se;

}
bool string::operator != (const string& Str)
{ short Result;
if (mLength !'= Str.mLength)
return true;
Result = mencnp(m Data, Str. m Data, m Length);
if (Result == 0)
return fal se;
return true;
}
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gcc -0 stringby.o -c -1. -g stringby.cc -pedantic-errors

stringby.cc: In function "class istream & operator >>(class istream &, class string &':
stringby.cc:9: ANSI C++ forbids variable-size array " Buf'
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int main()

{
short BUFLEN = 256;

char ch;
char Buf[ BUFLEN] ;

ch = Buf[0];
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gcc -c¢ -1. -g string5x.cc

stringb5x.cc: In function “class istream & operator >>(class istream &, class string &'
string5x.cc:84: uninitialized const “short int BUFLEN
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#i ncl ude <i ostream h>
#i ncl ude "string.h"
#i ncl ude "string5. h"

string::string()

m Lengt h(1),

m Dat a( new char [m Length])
{

}

string::string(const string& Str)
m Length(Str.m Length),
m Dat a( new char [m Length])

{
}

string::string(char* p)
m Lengt h(strlen(p) + 1),
m Dat a(new char [m Length])

{
}

string& string::operator = (const string& Str)
{
if (&Str !'= this)
{
delete [] mData;
m Length = Str.m Length;
m Data = new char [m Length];
mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a,

,m Length);

mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a, p, m Lengt h) ;

}
return *this;

}
string::~string()
{

del ete [] mData;
}
short string:: GetLength()
{

return mLength-1;
}

bool string::operator < (const string& Str)

{

short Result;
short ConparelLengt h;

if (Str.mLength < m Length)
Conpar eLength = Str.m Length;

el se
Conpar eLength = m Lengt h;

Result = nmencnp(m Dat a, Str. m Dat a, Conpar eLengt h) ;

if (Result < 0)
return true;

if (Result > 0)
return fal se;

if (mLength < Str.m Length)
return true;
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return fal se;

}

ostrean®& operator << (ostream& s, const string& Str)

{
for (short i=0; i < Str.mlLlength; i ++)
s << Str.mData[i];

return s;

}

i stream& operator >> (istrean& s, string& Str)

{
const short BUFLEN,

char Buf[ BUFLEN] ;
char ch;

menset ( Buf , 0, BUFLEN) ;
cin.get (Buf, BUFLEN, '\ n');
cin.get(ch);

Str = Buf;

return s;
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#i ncl ude <i ostream h>
#i ncl ude "string.h"
#i ncl ude "string5. h"

string::string()

m Lengt h(1),

m Dat a( new char [m Length])
{

}

string::string(const string& Str)
m Length(Str.m Length),
m Dat a( new char [m Length])

{
}

string::string(char* p)
m Lengt h(strlen(p) + 1),
m Dat a(new char [m Length])

mencpy(m Data,"", m Length);

mencpy(m Data, Str. m Data, m Lengt h);

{
mencpy(m Dat a, p, m Lengt h) ;
}
string& string::operator = (const string& Str)
{
if (&Str !'= this)
{
delete [ ] mData;
m Length = Str.m Length;
m Data = new char [m Length];
mencpy(m Data, Str. m Data, m Lengt h);
}
return *this;
}
string::~string()
{
delete [ ] mData;
}
short string:: GetLength()
{
return mlLength-1;
}
bool string::operator < (const string& Str)
{

short i;

bool Result;

bool Resul t Found;
short Conparelengt h;

if (Str.mlLength < m Length)
Conpar eLength = Str.m Length;
el se
Conpar eLength = m Lengt h;

Resul t Found = fal se;
for (i = 0; (i < ConpareLength) && (ResultFound == false);
{
if (mbData[i] < Str.mData[i])
{
Result = true;
Resul t Found = true;

}
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el se
{
if (mbData[i] > Str.mData[i])
{
Result = fal se;
Resul t Found = true;
}
}
}
i f (ResultFound == false)
{

if (mLength < Str.m Length)
Result = true;

el se
Result = fal se;

}
return Result;
}
bool string::operator == (const string& Str)
{
short Result;
if (mLength !'= Str.mLength)
return fal se;
Result = mencnp(m Data, Str. m Data, m Length);
if (Result == 0)
return true;
return fal se;
}

ostrean®& operator << (ostream& s, const string& Str)

{

short i;
for (i=0; i < Str.m.lLength-1; i ++)
s << Str.mData[i];

return s;

}

i stream& operator >> (istrean& s, string& Str)

{
const short BUFLEN = 256;

char Buf[ BUFLEN] ;
menset ( Buf , 0, BUFLEN) ;

if (s.peek() =="\n")
s.ignore();

s.getline(Buf, BUFLEN, '\ n');

Str = Buf;

return s;
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class string

{

friend ostreanm& operator << (ostream& s, const string& Str);
friend i stream& operator >> (istream& s, string& Str);

publi c:
string();
string(const string& Str);
string& operator = (const string& Str);
~string();

string(char* p);

short GetLength();

bool operator < (const string& Str);
bool operator == (const string& Str);

private:
short m Length;
char* m Dat a;

b
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#i ncl ude <i ostream h>
#i ncl ude "string.h"
#i ncl ude "string5. h"

string::string()

m Lengt h(1),

m Dat a( new char [m Length])
{

}

string::string(const string& Str)
m Length(Str.m Length),
m Dat a( new char [m Length])

{
}

string::string(char* p)
m Lengt h(strlen(p) + 1),
m Dat a(new char [m Length])

{
}

string& string::operator = (const string& Str)
{
if (&Str !'= this)
{
delete [ ] mData;
m Length = Str.m Length;
m Data = new char [m Length];
mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a,

,m Length);

mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a, p, m Lengt h) ;

}
return *this;

}
string::~string()
{

delete [ ] mData;
}
short string:: GetLength()
{

return mLength-1;
}

bool string::operator < (const string& Str)

{

short Result;
short ConparelLengt h;

if (Str.mLength < m Length)
Conpar eLength = Str.m Length;

el se
Conpar eLength = m Lengt h;

Result = nmencnp(m Dat a, Str. m Dat a, Conpar eLengt h) ;

if (Result < 0)
return true;

if (Result > 0)
return fal se;

if (mLength < Str.m Length)
return true;
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return fal se;

}
bool string::operator == (const string& Str)
{ short Result;
if (mLength !'= Str.mLength)
return fal se;
Result = nmencnp(m Data, Str. m Data, m Length);
if (Result == 0)
return true;
return fal se;
}

ostrean& operator << (ostream& s, const string& Str)

{

short i;

for (i=0; i < Str.m.lLength-1; i ++)
s << Str.mData[i];

return s;

}

i stream& operator >> (istrean& s, string& Str)

{
const short BUFLEN = 256;

char Buf[ BUFLEN] ;
menset ( Buf , 0, BUFLEN) ;

if (s.peek() =="\n")
s.ignore();

s.getline(Buf, BUFLEN, '\ n');

Str = Buf;

return s;
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class string
{
publi c:
string();
string(const string& Str);
string& operator = (const string& Str);
~string();

string(char* p);
void Display();
short GetLength();

private:
short m Length;
char* m Dat a;

}s
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#i ncl ude <i ostream h>
#i ncl ude "string.h"
#i ncl ude "string4. h"

string::string()

m Lengt h(1),

m Dat a( new char [m Length])
{

}

string::string(const string& Str)
m Length(Str.m Length),
m Dat a( new char [m Length])

{
}

string::string(char* p)
m Lengt h(strlen(p) + 1),
m Dat a(new char [m Length])

{
}

string& string::operator = (const string& Str)
{
if (&Str !'= this)
{
delete [ ] mData;
m Length = Str.m Length;
m Data = new char [m Length];
mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a,

,m Length);

mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a, p, m Lengt h) ;

}
return *this;
}
string::~string()
{
delete [ ] mData;
}
voi d string::Display()
{
short i;
for (i =0; i < mlength; i ++)
cout << mbDatali];
}
short string:: GetLength()
{
return mlLength-1;
}
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class string
{
publi c:
string();
string(const string& Str);
string& operator = (const string& Str);
~string();

string(char* p);
void Display();

private:
short m Length;
char* m Dat a;

}s

http://www.steveheller.com/whos/code/string3.h [2003-5-31 17:49:04]



http://www.steveheller.com/whos/code/string3.cc

#i ncl ude <i ostream h>
#i ncl ude "string.h"
#i ncl ude "string3. h"

string::string()

m Lengt h(1),

m Dat a( new char [m Length])
{

}

string::string(const string& Str)
m Length(Str.m Length),
m Dat a( new char [m Length])

{
}

string::string(char* p)
m Lengt h(strlen(p) + 1),
m Dat a(new char [m Length])

{
}

mencpy(m Data,"", m Length);

mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a, p, m Lengt h) ;

string& string::operator = (const string& Str)
{
if (&Str !'= this)
{
delete [ ] mData;
m Length = Str.m Length;
m Data = new char [m Length];
mencpy(m Data, Str. m Data, m Lengt h);

return *this;

}
string::~string()
{
delete [ ] mData;
}
void string::Display()
{
short i;
for (i =0; i <mlength-1; i ++)
cout << mData[i];
}
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class string
{
publi c:
string();
string(const string& Str);
string& operator = (const string& Str);
~string();

string(char* p);

private:
short m Length;
char* m Dat a;

}s
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#i ncl ude <string. h>
#i ncl ude "stringl. h"

string::string()

m Lengt h(1),

m Dat a( new char [m Length])
{

}

string::string(const string& Str)
m Length(Str.m Length),
m Dat a( new char [m Length])

{
}

string::string(char* p)

m Lengt h(strlen(p) + 1),

m Dat a(new char [m Length])
{

}

string& string::operator = (const string& Str)
{
if (&Str !'= this)
{
delete [ ] mData;
m Length = Str.m Length;
m Data = new char [m Length];
mencpy(m Data, Str. m Data, m Lengt h);
}

return *this;

}

string::~string()
{

}

mencpy(m Data,"", m Length);

mencpy(m Data, Str. m Data, m Lengt h);

mencpy(m Dat a, p, m Lengt h) ;

delete [ ] mData;
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class string

{
publi c:
string();
string& operator = (const string& Str);
private:
string(char* p);
short m Lengt h;
char* m Dat a;
s
int main()
{ .
string n;
n="M nane is: ";
return O;
}
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class string

{
public:
string(const string& Str) {};
string(char* p) {};
string& operator = (const string& Str) {};
~string() {};
private:
string();
short m Length;
char* m Dat a;
b
int main()
{
string n("Test");
string x = n;
n="MW name is: ";
return O;
}
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class string

{
publi c:
string();
string(const string& Str);
string(char* p);
string& operator=(const string& Str);
private:
~string();
short m Lengt h;
char* m Dat a;
H
int main()
{
string s("Test");
return O,
}
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class string

{
publi c:
string(const string& Str);
string(char* p);
string& operator=(const string& Str);
~string();
private:
string();
short m Lengt h;
char* m Dat a;
H
int main()
{
string s("Test");
string n;
n =s;
return O,
}
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class string
{
publi c:
string();
string(const string& Str);
string(char* p);
string& operator = (const string& Str);
~string();
private:
short m Lengt h;
char* m Dat a;

b

int main()
{ .
string s;
string n("Test");
string Xx;
short Length;

Length = n. m Lengt h;

s = n;
n="M nane is: ";

X = n;
return O;
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"

int main()
{ .
string x = "x";
string xx = "xx";
string y = "y";
string yy = "yy";
/] testing <
if (x <x)
cout << "ERROR x < x" << endl;
el se
cout << "OKAY: x NOT < x" << endl;
if (x < xx)
cout << "OKAY: x < xx" << endl;
el se
cout << "ERROR x NOT < xx" << endl;
if (x <vy)
cout << "OKAY: x < y" << endl;
el se
cout << "ERROR: x NOT < y" << endl;
/] testing <=
if (x <= x)
cout << "OKAY: x <= x" << endl;
el se
cout << "ERROR: x NOT <= x" << endl;
if (x <= xx)
cout << "OKAY: Xx <= xx" << endl;
el se
cout << "ERROR: x NOT <= xx" << endl;
if (x <=vy)
cout << "OKAY: x <= y" << endl;
el se
cout << "ERROR: x NOT <= y" << endl;
/] testing >
it (y >y
cout << "ERROR: y > y" << endl;
el se
cout << "CKAY: y NOT > y" << endl;
it (yy >y)
cout << "CKAY: yy > y" << endl;
el se
cout << "ERROR yy NOT > y" << endl;
if (y > x)
cout << "CKAY: y > x" << endl;
el se
cout << "ERROR: y NOT > x" << endl;
[/l testing >=
if (y >=y)
cout << "OKAY: y >= y" << endl;
el se
cout << "ERROR: y NOT >= y" << endl;
if (yy >=y)
cout << "OKAY: yy >= y" << endl;
el se
cout << "ERROR yy NOT >= y" << endl;
if (y >= x)
cout << "OKAY: y >= x" << endl;
el se
cout << "ERROR: y NOT >= x" << endl;
/] testing ==
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if (x == x)

cout << "OKAY: x == x" << endl;
el se

cout << "ERROR: x NOT == x" << endl;
if (x == xx)

cout << "ERROR x == xx" << endl;
el se

cout << "OKAY: x NOT == xx" << endl;
if (x ==1y)

cout << "ERROR x == y" << endl;
el se

cout << "OKAY: x NOT == y" << endl;

/] testing !=
if (x I'=x)
cout << "ERROR x != x" << endl;
el se
cout << "OKAY: x NOT !'= x" << endl;
if (x I'= xx)
cout << "OKAY: x !'= xx" << endl;
el se
cout << "ERROR: x NOT != xx" << endl;
if (x!=vy)
cout << "CKAY: x = y" << endl;
el se

cout << "ERROR x NOT != y" << endl;

return O;
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3-ounce cups
71

259

78

2

Bob's Distribution
2895657951

Aj ax-substitute
76

344

87

80

Whol esal e Pl us
453570903

anti hi st am nes
37

388

37

53

Bob's Distribution
562387144
Arturo sauce
77

116

63

66

Bob's Distribution
4687059245

Br annol a

26

184

100

92

Whol esal e Pl us
8246082980
bread, chall ah
23

308

12

101

Whol esal e Pl us
2439398000
bread, rye

68

105

81

29

ABC Di st.
1000557518
bread, white

5

188

99

41

Bob's Distribution
3009738201
breadcrunbs, Italian
28

148

42

72

Whol esal e Pl us
6465816282
Bufferin

33

289
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9

47

Whol esal e Pl us
1860120756

Car pet Fresh

91

178

93

64

Bob's Distribution
3789078521
chew sti cks

63

228

92

84

ABC Di st.
5610409797

Clorox 2

2

262

51

52

ABC Di st.
4302691616

cough drops

46

206

25

99

ABC Di st.
2697340483

di sh detergent, auto
6

217

48

27

Bob's Distribution
4898936499

di sh detergent, liquid
63

262

52

40

ABC Di st.
9385415630

dog food (with Al po)
11

334

84

3

Whol esal e Pl us
7536845964

Dove soap

21

122

1

55

Bob's Distribution
3316910545

envel opes, |arge
66

263

69

46

Bob's Distribution
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818982741
Fantastic refill
36

145

10

77

Whol esal e Pl us
9287870439

fl ypaper

40

238

11

60

Bob's Distribution
2076249216
furniture polish, |enon
17

377

88

76

Bob's Distribution
4438609792

Gas- X

27

301

33

80

ABC Di st.
898925662

d ass- Pl us

30

170

5

49

Bob's Distribution
2546048047

Kl eenex, brown foi
21

358

34

55

Bob's Distribution
7549058862

Kl eenex, white foi
8

290

93

63

ABC Di st.
9604241003

Kosher soap

35

145

14

4

Bob's Distribution
2194047997

| aundry det ergent
35

264

86

84

Whol esal e Pl us
5382492295

| enron anmoni a

67
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316

42

71

Whol esal e Pl us
3398099677

Met armuci | (Nut rasweet)
18

226

44

52

Whol esal e Pl us
8146654317

m xed nuts

23

285

38

31

Bob's Distribution
6808148983

Mur phy's oil soap
29

145

37

89

Whol esal e Pl us
2232652982
napki ns

48

157

79

17

Whol esal e Pl us
7474168406
no-fat Entenmann's
81

161

80

39

ABC Di st.
658595676
paper towels
46

136

72

54

ABC Di st.
1737711547
Pept o- Bi snol
56

165

41

91

ABC Di st.
7463546800

pl astic forks
75

126

44

41

ABC Di st.
7130263457

pl asti c spoons
28

395

74

29
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Whol esal e Pl us
6961080258
popcorn cakes (Quaker)
36

230

36

11

ABC Di st.
1215494497
sodas, chocol ate
19

123

50

98

Whol esal e Pl us
9592743275
sodas, cream

22

213

15

53

Whol esal e Pl us
2815039584
sodas, NoCaf Di et Coke
97

267

70

7

Whol esal e Pl us
6572590920
sodas, orange

76

309

34

79

Bob's Distribution
1554349707
sodas, root beer
5

255

98

81

Bob's Distribution
8006675702

SCos

67

371

96

81

ABC Di st.
4166487577
sponges

70

220

52

42

Bob's Distribution
1677601629
toil et paper, unscented
11

183

20

91

Whol esal e Pl us
8490964304

Top Job
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37

197

25

89

Whol esal e Pl us
2180077083

wal nut s

61

212

94

53

Whol esal e Pl us
8605838950

wat er

33

360

36

1

Bob's Distribution
2595425906
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3-ounce cups

71

259

Bob's Distribution
2895657951

Aj ax-substitute

77

104

ABC Di st.
8144976072

anti hi st am nes

5

224

Bob's Distribution
7904886261

Arturo sauce

96

361

Bob's Distribution
9495505623

Br annol a

52

329

Whol esal e Pl us
5924505350

bread, chall ah

30

286

Bob's Distribution
2637964782

bread, rye

83

347

Bob's Distribution
9860958916

bread, white

23

308

Whol esal e Pl us
2439398000
breadcrunbs, Italian
11

399

Whol esal e Pl us
157067617

Bufferin

10

131

ABC Di st.
2844879888

Car pet Fresh

30

214

Bob's Distribution
9485730097

chew sticks

40

183

ABC Di st.
1628216044

Clorox 2

41

223

ABC Di st.
3262071273

cough drops
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21

156

Whol esal e Pl us
807158335

di sh detergent, auto
91

178

Bob's Distribution
3789078521

di sh detergent, liquid
92

289

ABC Di st.
4284562764

dog food (with Al po)
56

308

ABC Di st.
8348191371

Dove soap

54

374

Whol esal e Pl us
6779443026

envel opes, |arge
51

238

Bob's Distribution
4048335347
Fantastic refill

6

173

Whol esal e Pl us
609197907

fl ypaper

36

246

Bob's Distribution
4744515566
furniture polish, |enon
63

262

ABC Di st.
9385415630

Gas- X

51

217

Whol esal e Pl us
7839910737

d ass- Pl us

75

278

Bob's Distribution
187583273

Kl eenex, brown foi
7

132

ABC Di st.
1282433169

Kl eenex, white foi
54

296

ABC Di st.
8274154401

Kosher soap

19
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303

Bob's Distribution
3570245420

| aundry det ergent
70

378

ABC Di st.
896453021

| enron anmoni a

40

238

Bob's Distribution
2076249216

Met armuci | ( Nut rasweet)
10

276

ABC Di st.
9276116987

m xed nuts

44

182

Bob's Distribution
7506887254

Mur phy's oil soap
67

177

Bob's Distribution
309508989

napki ns

79

189

Bob's Distribution
4804723528

no-fat Entenmann's
34

113

ABC Di st.
2060148242

paper towels

59

326

Whol esal e Pl us
3310192788
Pept o- Bi snol

8

290

ABC Di st.
9604241003

pl astic forks

92

285

Whol esal e Pl us
1492434772

pl asti c spoons

22

397

Bob's Distribution
288813042

popcorn cakes (Quaker)
55

376

ABC Di st.
4064253824

sodas, chocol ate
83

301
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Bob's Distribution
9967772189
sodas, cream
50

223

Whol esal e Pl us
1790869528
sodas, NoCaf Di et Coke
54

344

Whol esal e Pl us
4275354091
sodas, orange
23

285

Bob's Distribution
6808148983
sodas, root beer
37

190

Whol esal e Pl us
1503129286
SCs

22

275

Whol esal e Pl us
8759736345
sponges

19

305

ABC Di st.
6139374741
toil et paper, unscented
16

342

ABC Di st.
9567620261

Top Job

6

337

ABC Di st.
4635837960

wal nut s

12

152

Whol esal e Pl us
7148104811

wat er

56

165

ABC Di st.
7463546800
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countl =1

count2 = 6
count3 = -32768
count4 = 23
count5 = 1
count6 = 10
countl = 2
count2 =7
count3 = -32767
count4 = 23
count5 = 2

count6 = 11
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#i ncl ude <i ostream h>

short countl; // A global variable, not explicitly initialized
short count2 =5; // A global variable, explicitly initialized

short funcl()
{

short count3; // Alocal auto variable, not explicitly initialized

short count4 = 22; // Alocal auto variable, explicitly initialized
static short count5; // Alocal static variable, not explicitly initialized
static short count6 = 9; // Alocal static variable, explicitly initialized

countl ++; // Increnenting the global variable countl

count2 ++; // Increnenting the global variable count2

count3 ++; // Increnenting the local uninitialized auto variable count3
count4 ++; // Increnenting the local auto variable count4

count5 ++; // Increnenting the local static variable count5

count6 ++; // Increnenting the local static variable count6

cout << "countl = " << countl << endl;
cout << "count2 = " << count2 << endl;
cout << "count3 = " << count3 << endl;
cout << "count4 = " << count4 << endl;
cout << "count5 = " << count5 << endl;
cout << "count6 = " << count6 << endl;

cout << endl:

return O;

}
int main()

{
funcl();

funcl();

return O;
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Conpi | er setup instructions

Here are the instructions on setting up the DIGPP conpiler, copyright
by DJ Delorie, fromthe CD-ROMin the back of this book. The CD ROV
includes the ZIP files containing the source code for this conpiler
and its associated prograns, as required by the terns of the license
under which it is reproduced for this book; you can find those files
in the \djgppzip directory. You can get nore recent files, or the
conplete set of files for the DIGPP project, by visiting

www. del ori e. com

These instructions will work for DCS, as well as for DOS sessions
under Wndows 3.1(tm and Wndows 95(tn). | have al so heard that they
have been used successfully with sonme nodifications for Wndows
NT(tn); you can visit ny WAWVsite, listed at the end of this document,
for details on those nodifications, but | can't answer any questions
about them because |I'm not using Wndows NT. They haven't been tested
with other operating systems such as OS/2(tn). If you don't have a
printed copy of these instructions, you should print themout first.

However, before starting, | have a few comments that | will share with
you in an attenpt to prevent some problens that readers of my previous
books have run into.

1. Please follow the instructions exactly. | have found that when
readers of mny previous books have reported having difficulty in
setting up the conpiler, in alnost all cases these problens were
caused by their not following the instructions as they were witten.

2. | have nade these instructions as clear as possible, but they stil
assune that you have a reasonabl e know edge of DOS. if you don't know
enough about DOS to foll ow these instructions, | suggest that you get

a book like "DCOS for Dummies" or find someone nearby to help you. 1"l
be happy to try to help you if you have technical difficulties getting
the conpiler to work, but *please* don't wite to ne to ask for

i nstructions on how to use DCS.

Now let's get to the instructions.

1. To copy the conpiler fromthe CD-ROMto your hard disk
(Warning: the conpiler requires approximtely 20 MB of di sk space!)

a. Make a directory on your hard disk, say c:\djgpp

b. Use XCOPY to copy all the files in the CD-ROM directory \djgpp and
bel ow to your hard disk. If your CD-ROM drive is drive d: and you
want to install to c:\djgpp, then you can type:

xcopy d:\djgpp c:\djgpp /s

Make sure that the letter of your CO-ROMis the same as the first
drive letter in the xcopy line (d: in the exanple), and the letter
of the drive where you want to install the files is the sane as
the second drive letter in the xcopy line (c: in the exanple).

Note: Do *not* use "drag and drop" to copy these files fromthe
CD-ROM as that will leave themin an unnodifiable state on your
hard disk. This will interfere with the workings of the conpiler.

c. Add the following lines to the end of your "autoexec.bat" file,
(but before the "win" line if you are running Wndows 3.1).
These |ines assume that you want to use c: to hold tenporary
files, and that you have installed the conpiler on drive C Mke
sure that the drive letter in the line "setdjgpprun=c:" natches
the drive letter where you have installed the compiler in step 1b
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(To save typing, you mght want to cut and paste themfromthis
file, which is \readne.txt on the CD-ROM.

set dj gppt np=c:

set dj gpprun=c:

set DIGPP=%lj gppr un% DIJGPP\ DJGPP. ENV

set PATH=%dj gppr un% DIGPP\ BI N; “PATHY

call setdjgpp %dj gpprun% dj gpp %lj gpprun% dj gpp

If you are running Wndows 95 and don't have an "autoexec.bat", you
can create one and put the above lines init. Aternatively, you can
create a batch file that you can call "setdos.bat" (for exanple),
containing the entries fromthe "readnme.txt" file that would go into
"aut oexec.bat" if you were running DOS and put it in whatever
directory you like, like "c:\util". Then right-click on your "Ms-DOS
Prompt" icon, and select "Properties" and then the "Progranmt tab. Type
the full nane of that batch file ("c:\util\setdos.bat") into the
"Batch file" entry in that dialog box, and it will be executed
whenever you start an MS-DOS session through that icon.

d. Under Wndows 95, skip to step 3. O herw se, nmake sure that your
"config.sys" file contains lines that ook like the follow ng:

DEVI CE=C: \ DOS\ H MEM SYS
DOS=HI CH
FI LES=30

If "config.sys" already has lines in it containing "himemsys",
"dos=hi gh", and "files=nn" (when nn is at least 30), don't add the
i nes above. Also note that "hinmemsys" may be in a different
directory than "c:\dos"; if so, make sure that line refers to the
directory where "hinemsys" actually is.

e. Go to step 3

2. If you prefer to run the conpiler fromthe CD-ROMinstead of
copying it to your hard disk, assuming that your CD-ROMis drive d:
and that you want to use c: to hold tenporary files:

a. Add the following lines to the end of your "autoexec.bat" file
(but before the "win" line if you are running Wndows 3.1).
Make sure to set the drive letter in the line "set djgpprun=d:"
to the letter of your CD-ROM dri ve.

(To save typing, you mght want to cut and paste themfromthis
file, which is \readne.txt on the CD-ROM.

set dj gppt np=c:

set dj gpprun=d:

set DIGPP=%lj gppr un% DIJGPP\ DJGPP. ENV

set PATH=%dj gppr un% DIGPP\ BI N; “PATHY

call setdjgpp %dj gpprun% dj gpp %lj gpprun% dj gpp

If you are running Wndows 95 and don't have an "autoexec.bat", you can
create one and put the above lines in it. Alternatively, you can create
a batch file that you can call "setdos.bat" (for exanple), containing
the entries fromthe "readne.txt" file that would go into "autoexec. bat"
if you were running DOS and put it in whatever directory you like,

like "c:\util". Then right-click on your "Ms-DCS Prompt" icon, and

sel ect "Properties" and then the "Progrant tab. Type the full nane of
that batch file ("c:\util\setdos.bat") into the "Batch file" entry in
that dialog box, and it will be executed whenever you start

an Ms-DOS session through that icon.

b. Under Wndows 95, skip to step 3. O herw se, make sure that your
"config.sys" file contains lines that ook Iike the follow ng:

DEVI CE=C: \ DOS\ H MEM SYS
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DOS=HI CH
FI LES=30

If "config.sys" already has lines in it containing "himemsys",
"dos=hi gh", and "files=nn" (when nn is at least 30), don't add the
i nes above. Also note that "hinmemsys" may be in a different
directory than "c:\dos"; if so, make sure that line refers to the
directory where "hinemsys" actually is.

3. After nmking either of the above sets of changes, reboot so that they
will take effect.

4. To check whether the conpiler has been set up correctly, run the
go32-v2.exe programby typing the follow ng command at a DOS pronpt:

go32-v2

The last two lines of its output should report how nmuch DPM nenory and swap
space DIGPP can use on your system |Ilike this:

DPM nenory avail abl e: 8020 Kb
DPM swap space avail able: 240 Kb

If you don't get output that |ooks like this, with the exception of different
nunbers, check that you've followed the instructions exactly.

After you have set up the conpiler as shown above, you should copy the
sanmpl e prograns to your hard disk. They are in the directory
d: \whos\ code (assuming that your CO-ROMis drive d:).

1. To copy the sanple files to your hard disk, change to the root directory
on the CD-ROM and run the batch file "copysanp", supplying a paraneter to

i ndi cate where you want the sanple files to go. For exanple, if you want
the sanple files to be placed under the directory "c:\whos", type:

d:
cd\
copysanp c:\whos

2. Now you can conpile any of the sanple prograns by changing to the
directory "c:\whos\nornal" and running the batch file "nk. bat",
giving the nane of the sanple programas a paraneter. For exanple, to
conpile "itentstl", type

nk itemstl

The conpiled version will be placed in the "\whos\nornal"
directory. You can execute it by typing its name at the DOS pronpt.
For exanple, to run "itentstl", type

itemstl

The results of running itemstl should | ook like this:

Nanme: Chunky Chicken

Nunber in stock: 32

Price: 129

Distributor: Bob's Distribution
UPC. 123456789
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Witing and conpiling your own prograns

Change to the "\whos\code" directory on the drive where you installed
the conpiler.

Use EDIT or Notepad to create a text file containing the source code
for your program giving it the extension ".cc". In other words, if
you want your programto be called "party", then name this file
"party.cc".

To conpile your program switch to the "\whos\normal" directory and
type "nk party", substituting the name of your file for "party". Note:
do *not* add the ".cc" to the end of the file nane.

To run your programnormally, nake sure you are in the "\whos\normal"
directory, and then type the nane of the program wi thout the
extension. In this case, you would just type "party".

To run your program under the debugger, nake sure you are in the
"\whos\normal " directory, and then type "trace party" (substituting

the nane of your programfor "party"). Again, do *not* add the ".cc" to
the end of the file name. Instructions for using the debugger can be
found in the text.

Furt her assi stance

If you have any problens setting up the conpiler or conpiling the sanple
code, or have any other questions, you mght want to check ny web page
for updates to the instructions or sanple code. At the nonent, that
address is:

http://ww. koyot e. coml users/ st hell er

If you can't reach that page, or you have questions that aren't
answered by it, you can email ne at:

steve_hel | er @onpuserve. com
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Conparing files README. TXT and \introcpp\code\readne.t xt
xxxxx% READVE. TXT

Here are the instructions on setting up the DIGPP conpiler, copyright
by DJ Delorie, fromthe CD-ROMin the back of this book. The CD ROV
includes the ZIP files containing the source code for this conpiler
and its associated prograns, as required by the terns of the license
under which it is reproduced for this book; you can find those files
in the \djgppzip directory. You can get nore recent files, or the
complete set of files for the DIGPP project, by visiting

www. del ori e. com

These instructions will work for DCS, as well as for DOS sessions
under Wndows 3.1(tm and Wndows 95(tn). | have al so heard that they
have been used successfully with sone nodifications for Wndows
NT(tm; you can visit my WWVsite, listed at the end of this docunent,
for details on those nodifications, but | can't answer any questions
about them because |I'm not using Wndows NT. They haven't been tested
with other operating systenms such as OS/2(tn). If you don't have a
printed copy of these instructions, you should print themout first.
*x*xx% \introcpp\code\readne.t xt

Here are the instructions on setting up the DIGPP conpiler fromthe
CD-ROM in the back of this book. They will work for DOS, as well as
for DOS sessions under Wndows 3.1 and Wndows 95, but haven't been
tested with other operating systens such as O5/2. If you don't have a
printed copy of these instructions, you should print themout first.

*kkkk*k

*kxkxk READVE, TXT

However, before starting, | have a few coments that | will share with
you in an attenpt to prevent sone problens that readers of ny previous
books have run into.

1. Please follow the instructions exactly. | have found that when
readers of mny previous books have reported having difficulty in
setting up the conpiler, in alnost all cases these problens were
caused by their not following the instructions as they were witten.

2. | have made these instructions as clear as possible, but they stil
assune that you have a reasonabl e know edge of DOS. if you don't know
enough about DOS to foll ow these instructions, | suggest that you get

a book like "DOS for Dummi es" or find soneone nearby to help you. ['l]
be happy to try to help you if you have technical difficulties getting
the conpiler to work, but *please* don't wite to ne to ask for
instructions on how to use DOS

***x%k%% \introcpp\code\readne. t xt

If you want to copy the conpiler fromthe CO-ROMto your hard disk
(recomrended, if you have at least 20 MB free), start with step 1. You
can also install the conpiler so that it will run fromthe CD ROM
without copying it to your hard disk. However, if you set up the
conpiler to run fromthe CD-ROM the CD-ROM drive will be in your

pat h. That neans that you'll get "invalid path" nessages any tine that
drive does not have a COOROMin it. If you still want to do this,

start with step 2.

*kkkk*k

*xxxkx READVE. TXT

Now let's get to the instructions.

1. To copy the conpiler fromthe CD-ROMto your hard disk
*x*xx% \introcpp\code\readne. t xt
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1. To copy the conpiler fromthe CD-ROMto your hard disk

*kkkk*k

*xxxkx READVE. TXT

If you are running Wndows 95 and don't have an "autoexec.bat", you can
create one and put the above lines in it. Alternatively, you can create
a batch file that you can call "setdos.bat" (for exanple), containing
the entries fromthe "readne.txt" file that would go into "autoexec. bat"
if you were running DOS and put it in whatever directory you like,

like "c:\util". Then right-click on your "Ms-DOS Pronpt" icon, and

sel ect "Properties" and then the "Progrant tab. Type the full nane of
that batch file ("c:\util\setdos.bat") into the "Batch file" entry in
that dialog box, and it will be executed whenever you start

an Ms-DOS session through that icon.

**x*xx%% \jntrocpp\code\readne. t xt

If you are running Wndows 95 and don't have an "autoexec. bat",
you can create one and put the above lines in it, or you can
foll ow the procedure under 1lc above to create a startup batch
file for use when running a DOS session. (To save typing, you
m ght want to cut and paste themfromthis file, which is
\readne.txt on the CD-ROM.

*kkkk*k

*xxkxk README. TXT
sampl e prograns to your hard disk. They are in the directory
d: \whos\ code (assuming that your CD-ROMis drive d:).

*x*xx% \introcpp\code\readne.t xt
sanpl e prograns to your hard disk. They are in the directory
d:\introcpp\code (assum ng that your CD-ROMis drive d:)

*kkkk*k

*xxkxk README. TXT
i ndi cate where you want the sanple files to go. For exanple, if you want
the sanple files to be placed under the directory "c:\whos", type:

*x*xx% \introcpp\code\readne. txt
i ndi cate where you want the sanple files to go. For exanple, if you want
the sanple files to be placed under the directory "c:\introcpp", type:

*kkkk*k

*xxkxk README. TXT
cd\
copysanp c:\whos

***x%k%% \introcpp\code\readne. t xt
cd\
copysanp c:\introcpp

*kkkk*k

Kk Kk kK% READ'VE TXT

2. Now you can conpile any of the sanple programs by changing to the
directory "c:\whos\normal " and running the batch file "nk.bat",

gi ving the nanme of the sanple programas a paranmeter. For exanple, to
**x*xx%* \jntrocpp\code\readne. t xt

2. Now you can conpile any of the sanple programs by changing to the
directory "c:\introcpp\normal" and running the batch file "nk.bat",

gi ving the nanme of the sanple programas a paranmeter. For exanple, to
Kk Kk kK%

*FARxxAx README. TXT
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The conpiled version will be placed in the "\whos\nornal"
directory. You can execute it by typing its name at the DOS pronpt.
**x*xx%% \jntrocpp\code\readne. t xt

The conpiled version will be placed in the "\introcpp\normal"
directory. You can execute it by typing its name at the DOS pronpt.

* %k k k%

*%xx %% READVE. TXT

Change to the "\whos\code" directory on the drive where you installed
the conpiler.
**x*xx%% \jntrocpp\code\readne. t xt

Change to the "\introcpp\code" directory on the drive where you installed
the conpiler.

*kkkkx

*%xx %% READVE. TXT

To conpile your program switch to the "\whos\normal" directory and
type "nk party", substituting the name of your file for "party". Note:
**x*xx%% \jntrocpp\code\readne. t xt

To conpile your program switch to the "\introcpp\normal" directory and
type "nk party", substituting the name of your file for "party". Note:

*kkkkx

*%xx %% READVE. TXT

To run your programnormally, nake sure you are in the "\whos\normal"
directory, and then type the name of the program w thout the
**xxx%% \jntrocpp\code\readne. t xt

To run your programnornally, nake sure you are in the "\introcpp\nornal"
directory, and then type the nane of the program wi thout the

*kkkkx

*kkk k% READIVE TXT

To run your program under the debugger, nake sure you are in the
"\whos\normal " directory, and then type "trace party" (substituting

the nane of your programfor "party"). Again, do *not* add the ".cc" to
***kxx% \introcpp\code\readne. t xt

To run your program under the debugger, nake sure you are in the
"\introcpp\normal" directory, and then type "trace party" (substituting
the nane of your programfor "party"). Again, do *not* add the ".cc" to

*kkkk*k

*kxkxk READVE, TXT

***x%k%% \introcpp\code\readne. t xt

*kkkkx
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#i ncl ude <i ostream h>

int main()
{
short Current Wi ght;
short Hi ghest Wi ght ;
short SecondHi ghest Wi ght ;

cout << "Please enter the first weight: ";
cin >> Current Wi ght;

Hi ghest Wi ght = Current Wi ght ;
SecondHi ghest Wi ght = 0;

cout << "Current weight " << CurrentWight << endl;
cout << "Hi ghest weight " << Hi ghest Wi ght << endl;

whil e (Current Wi ght > 0)
{
cout << "Please enter the next weight: ";
cin >> Current Wi ght;
i f (CurrentWight > Hi ghest Wi ght)
{
SecondHi ghest Wi ght = Hi ghest Wi ght ;
H ghest Wi ght = Current Wi ght ;
}
el se
{
i f (CurrentWight > SecondH ghest Wi ght)
SecondHi ghest Wi ght = Current Wi ght ;
}
cout << "Current weight " << CurrentWight << endl;
cout << "Highest weight " << Hi ghestWight << endl;
cout << "Second highest weight " << SecondHi ghest Wi ght << endl;

}

return O;
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#i ncl ude <i ostream h>

int main()
{
short Current Wi ght;
short Hi ghest Wi ght ;
short SecondHi ghest Wi ght ;

cout << "Please enter the first weight: ";
cin >> Current Wi ght;

Hi ghest Wi ght = Current Wi ght ;
SecondHi ghest Wi ght = 0;

cout << "Current weight " << CurrentWight << endl;
cout << "Hi ghest weight " << Hi ghest Wi ght << endl;

whil e (Current Wi ght > 0)
{
cout << "Please enter the next weight: ";
cin >> Current Wi ght;
i f (CurrentWight > Hi ghest Wi ght)
{
SecondHi ghest Wi ght = Hi ghest Wi ght ;
H ghest Wi ght = Current Wi ght ;
}
cout << "Current weight " << CurrentWight << endl;
cout << "Hi ghest weight " << Hi ghestWight << endl;
cout << "Second highest weight " << SecondHi ghest Wi ght << endl;

}

return O;
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#i ncl ude <i ostream h>

int main()

{
short Current Wi ght;
short Hi ghest Wi ght ;

cout << "Please enter the first weight: ";
cin >> Current Wi ght;

Hi ghest Wi ght = Current Wi ght ;

cout << "Current weight " << CurrentWight << endl;
cout << "Hi ghest weight " << Hi ghestWight << endl;

whil e (Current Wi ght > 0)
{
cout << "Please enter the next weight: ";
cin >> Current Wi ght;
if (CurrentWeight > Hi ghestWeight)
H ghest Wi ght = Current Wi ght ;
cout << "Current weight " << CurrentWight << endl;
cout << "Highest weight " << Hi ghestWight << endl;

}

return O;
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#i ncl ude <i ostream h>

int main()

{
short FirstWeight;
short SecondWei ght;
short FirstAge;
short SecondAge;
short AverageWi ght;
short AverageAge;

cout << "Please type in the first weight: ";
cin >> FirstWight;

cout << "Please type in the second weight: ";
cin >> SecondWi ght;

Aver ageWei ght = (FirstWight + SecondWeight) / 2;

cout << "Please type in the first age: ";
cin >> FirstAge;

cout << "Please type in the second age: ";
cin >> SecondAge;

Aver ageAge = (FirstAge + SecondAge) / 2;

cout << "The average wei ght was:
cout << "The average age was: "

<< Aver ageWi ght << endl;
<< Aver ageAge << endl;

return O;
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#i ncl ude <i ostream h>
int main()
{
short wei ght;
short total;

cout << "Please type in your weight, typing O to end:";
cin >> weight;

total = weight;

while (weight > 0)
{
cout << "Please type in your weight, typing O to end:";
cin >> weight;
total = total + weight;

}

cout << "The total is: " << total << endl;
return O;
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#i ncl ude <iostream h>

int main()

{

short wei ght;

cout << "Please wite your weight here: ";

cin >> weight;

cout << "I wish | only wei ghed << wei ght << pounds.";

return O;
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#i ncl ude <iostream h>
int main()
{
short wei ght;
cout << "Please wite your weight here. "\n;

cin >> wei ght

return O;
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#i ncl ude <i ostream h>
#i ncl ude "vector.h"

int main()
{
vect or<short> x(4);
short Resul t;
short i;
x[0] = 3;
for (i =1; i < 4; i ++4)
x[i] = x[i-1] * 2;
Result = 0;
for (i =0; i < 4; i ++)
Result = Result + x[i];
cout << Result << endl;
return O;
}
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#i ncl ude <i ostream h>
#i ncl ude "vector.h"

int main()

{

vect or<short > x(5);
short Resul t;
short i;

for (i =0; i <5; i ++)
{
X[i] =2 * i;
}

for (i

{

Result = Result + x[i];

}

cout << Result << endl;

I
o

i <5 i ++)

return O;
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C.\WHOS\ CODE>attrib +r trans. exe

C: \ WHOS\ CODE>del *. exe
Access deni ed

C: \ VHOS\ CODE>del  *.
File not found

C: \ WHOS\ CODE>
C. \ WHOS\ CODE>cal | nktrace pumpl

C:. \ WHOS\ CODE>t r ans punpl

C: \ WHOS\ CODE>gcc -0 punpl.o -c -1. -g $$$$$$$$. cc

C. \ VHOS\ CODE>gxx -0 punpl punpl.o z:/djgpp/lib/stharch.a
C: \ VHOS\ CODE>del  $$$$$$$$. cc

C: \ WHOS\ CODE>
C. \ WHOS\ CODE>cal | nktrace punpla

C. \ VHOS\ CODE>t rans punpla

C. \ WHOS\ CODE>gcec -0 punpla.o -c¢ -1. -g $$$$$$$$. cc

C. \ VHOS\ CODE>gxx -0 punpla punpla.o z:/djgpp/lib/stharch.a
C: \ WHOS\ CODE>del  $$$$$$%$. cc

C: \ WHOS\ CODE>
C: \ VHOS\ CODE>cal | nktrace punp2

C. \ WVHOS\ CODE>t rans punp?2

C: \ WHOS\ CODE>gcc -0 punp2.0 -¢ -1. -g $$$$$$%$$. cc

C: \ VHOS\ CODE>gxx -0 punp2 punp2.0 z:/djgpp/lib/stharch.a
C: \ VHOS\ CODE>del  $$$$$$$$. cc

C: \ WHOS\ CODE>
C. \ WVHOS\ CODE>cal | nktrace vectl

C. \ WHOS\ CODE>trans vect 1

C: \ WHOS\ CODE>gcc -0 vectl.0 -¢c -1. -g $$$$$$$$. cc

C:. \ WHOS\ CODE>gxx -0 vectl vectl.o z:/djgpp/lib/stharch.a
C: \ VHOS\ CODE>del  $$$$$$$$. cc

C: \ WHOS\ CODE>
C: \ WVHOS\ CODE>cal | nktrace vect 2

C: \ WHOS\ CODE>t r ans vect 2

C. \ WHOS\ CODE>gcec -0 vect2.0 -¢ -1. -g $$55$5$$$$. cc

C. \ WHOS\ CODE>gxx -0 vect2 vect2.0 z:/djgpp/lib/stharch.a
C: \ WHOS\ CODE>del  $$$$$$%$. cc

C: \ WHOS\ CCDE>
C.\ WHOS\ CODE>cal | nktrace vect2a

C:. \ WHOS\ CODE>t r ans vect 2a
C: \ WHOS\ CODE>gcc -0 vect2a.0 -¢ -1. -g $$$$$$%$%. cc
C: \ VHOS\ CODE>gxx -0 vect2a vect2a.o0 z:/djgpp/lib/stharch.a
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C: \ WHOS\ CODE>del  $3$$$$$$. cc

C: \ WHOS\ CODE>
C: \ VHOS\ CODE>cal | nktrace vect3

C: \ WHOS\ CODE>t r ans vect 3

C. \ WHOS\ CODE>gec -0 vect3.0 -¢ -1. -g $$5$5$5$$$$. cc

C. \ WHOS\ CODE>gxx -0 vect3 vect3.0 z:/djgpp/lib/stharch.a
C: \ WHOS\ CODE>del  $$$$$$%$. cc

C: \ WHOS\ CCDE>
C. \ WHOS\ CODE>cal | nktrace nor bas00

C: \ WHOS\ CODE>t r ans nor bas00

C: \ WHOS\ CODE>gcc -0 norbas00.0 -¢c -1. -g $$$$$$%$$. cc

C: \ VHOS\ CODE>gxx -0 norbas00 norbas00.0 z:/djgpp/!lib/stharch.a
C: \ VHOS\ CODE>del  $$$$$$$$. cc

C: \ WHOS\ CODE>
C. \ WVHOS\ CODE>cal | nktrace norbas01

C: \ VHOS\ CODE>t rans nor bas01

C: \ WHOS\ CODE>gcc -0 morbas0l1.0 -¢ -1. -g $$$$$$$$. cc

C:. \ VHOS\ CODE>gxx -0 norbas01 norbas0l.0 z:/djgpp/lib/stharch.a
C: \ VHOS\ CODE>del  $$$$$$$$. cc

C: \ WHOS\ CODE>
C: \ VHOS\ CODE>cal | nktrace funcl

C: \ WHOS\ CODE>t rans funcl

C. \ WHOS\ CODE>gec -0 funcl.o -¢ -1. -g $$$$$$$$. cc

C. \ WHOS\ CODE>gxx -0 funcl funcl.o z:/djgpp/lib/stharch.a
C: \ WHOS\ CODE>del  $$$$$$%$. cc

C: \ WHOS\ CCDE>
C. \ WHOS\ CODE>cal | nktrace calcl

C. \ WHOS\ CODE>t rans cal cl

C:\ WHOS\ CODE>gcc -0 calcl.o -¢c -1. -g $$$$$$%$%. cc

C: \ VHOS\ CODE>gxx -0 calcl calcl.o z:/djgpp/lib/stharch.a
C. \ VHOS\ CODE>del  $$$$$$$$. cc

C: \ WHOS\ CODE>

C: \ WHOS\ CODE>

C. \ VHOS\ CODE>npve *.exe ..\tracing

:\whos\ code\trans. exe => c:\whos\traci ng\trans. exe [ ok]
s\ whos\ code\ punpl. exe => c:\whos\tracing\punpl. exe [ ok]
s\ whos\ code\ punpla. exe => c:\whos\traci ng\ punpla. exe [o0k]
s\ whos\ code\ punp2. exe => c:\whos\traci ng\punp2. exe [ ok]
s\ whos\ code\ vect 1. exe => c:\whos\tracing\vect1l. exe [ ok]
s\ whos\ code\ vect 2. exe => c:\whos\tracing\vect 2. exe [ ok]
s\ whos\ code\ vect 2a. exe => c:\whos\traci ng\vect 2a. exe [ 0k]
s\ whos\ code\ vect 3. exe => c:\whos\tracing\vect 3. exe [ 0ok]
s\ whos\ code\ nor bas00. exe => c:\whos\traci ng\ norbas00. exe [ ok]

OO0 000O0OO0O0
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c: \whos\ code\ nor bas01. exe => c:\whos\traci ng\ norbas01. exe [ ok]
c:\whos\ code\ funcl. exe => c:\whos\tracing\funcl. exe [ ok]
c:\whos\ code\ cal c1. exe => c:\whos\tracing\cal cl. exe [0K]

C: \ VHOS\ CODE>nove *. .. \tracing

c:\whos\ code\ pumpl => c:\whos\traci ng\ punpl [ ok]
:\whos\ code\ punmpla => c:\whos\tracing\ punpla [ ok]
:\whos\ code\ punmp2 => c:\whos\traci ng\ punp2 [ ok]
\whos\ code\vect1l => c:\whos\traci ng\vect1 [ ok]
\whos\ code\vect 2 => c:\whos\traci ng\vect 2 [ ok]
:\whos\ code\ vect 2a => c:\whos\traci ng\vect 2a [ ok]
:\whos\ code\vect 3 => c:\whos\traci ng\vect 3 [ ok]

s\ whos\ code\ nor bas00 => c:\whos\tracing\ nor bas00 [ ok]
:\whos\ code\ nor bas01 => c:\whos\traci ng\ norbas01 [ ok]
\whos\ code\ funcl => c:\whos\traci ng\funcl [ ok]
\whos\ code\ cal c1 => c:\whos\tracing\cal cl [ ok]

OO0O0O0O00000O0O0

C. \ VHOS\ CODE>npve .. \tracing\trans. exe
c:\whos\traci ng\trans. exe => c:\whos\ code\trans. exe [ ok]

C. \ WVHOS\ CODE>del *. o

C: \ WHOS\ CODE>
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-\ WHOS\ CODE>cal | mknor nu basi c00

\ WVHOS\ CODE>gcc -0 basic00.0 -c -1. -g basic00.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI CO0 => E: \ WHOS\ NORVAL\ BASI CO0 [ ok]

\ WHOS\ CCDE\ BASI C00. EXE => E: \ WHOS\ NORMAL\ BASI C00. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c01

\ WVHOS\ CODE>gcc -0 basic0l.0 -c -1. -g basic0l.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C01 => E: \ WHOS\ NORVAL\ BASI CO1 [ ok]

\ WHOS\ CCDE\ BASI C01. EXE => E:\ WHOS\ NORMAL\ BASI C01. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c02

\ WVHOS\ CODE>gcc -0 basic02.0 -c -1. -g basic02.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C02 => E: \ WHOS\ NORVAL\ BASI C02 [ ok]

\ WHOS\ CCDE\ BASI C02. EXE => E: \ WHOS\ NORMAL\ BASI C02. EXE [ ok]
\ WHOS\ CODE>cal | nmknor nu basi c03

\ WVHOS\ CODE>gcc -0 basic03.0 -c -1. -g basic03.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C03 => E: \ WHOS\ NORVAL\ BASI C03 [ ok]

\ WHOS\ CCDE\ BASI C03. EXE => E: \ WHOS\ NORMAL\ BASI C03. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c04

\ WVHOS\ CODE>gcc -0 basic04.0 -c -1. -g basic04.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C04 => E: \ WHOS\ NORVAL\ BASI C04 [ ok]

\ WHOS\ CCDE\ BASI C04. EXE => E: \ WHOS\ NORMAL\ BASI C04. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c05

\ WVHOS\ CODE>gcc -0 basic05.0 -c¢c -1. -g basic05.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI CO5 => E: \ WHOS\ NORVAL\ BASI CO5 [ ok]

\ WHOS\ CCDE\ BASI C05. EXE => E: \ WHOS\ NORMAL\ BASI C05. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c06

\ WVHOS\ CODE>gcc -0 basic06.0 -c -1. -g basic06.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C06 => E: \ WHOS\ NORVAL\ BASI C06 [ ok]

\ WHOS\ CCDE\ BASI C06. EXE => E: \ WHOS\ NORMAL\ BASI C06. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c07

\ WVHOS\ CODE>gcc -0 basic07.0 -¢c -1. -g basic07.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C07 => E: \ WHOS\ NORVAL\ BASI CO7 [ ok]

\ WHOS\ CCDE\ BASI C07. EXE => E: \ WHOS\ NORMAL\ BASI C07. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c08

\ WVHOS\ CODE>gcc -0 basic08.0 -c -1. -g basic08.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C08 => E: \ WHOS\ NORVAL\ BASI C08 [ ok]

\ WHOS\ CCDE\ BASI C08. EXE => E: \ WHOS\ NORMAL\ BASI C08. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu basi c09

\ WVHOS\ CODE>gcc -0 basic09.0 -c -1. -g basic09.cc -pedantic-errors -Warent heses
\ WVHOS\ CCDE\ BASI C09 => E: \ WHOS\ NORVAL\ BASI C09 [ ok]

-\ WHOS\ CODE\ BASI C09. EXE => E: \ WHOS\ NORVAL\ BASI C09. EXE [ ok]

-\ WHOS\ CODE>cal | nknor mu bi rt hday
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E: \ WHOS\ CODE>gcc -0 birthday.o -c -1. -g birthday.cc -pedantic-errors -Warentheses -0 -Wal |

:\ WHOS\ CODE\ Bl RTHDAY => E: \ WHOS\ NORVAL\ Bl RTHDAY [ ok]
-\ WHOS\ CODE\ Bl RTHDAY. EXE => E: \ WHOS\ NORVAL\ Bl RTHDAY. EXE [ oK]

:\ WHOS\ CODE>cal | nmknornu cal cl

E
E
E
E: \ WHOS\ CODE>gcc -0 calcl.o -c -1. -g calcl.cc -pedantic-errors -Warentheses -0 -Vl |
E: \ WHOS\ CODE\ CALC1 => E: \ WHOS\ NORMAL\ CALC1 [ ok]

E

-\ WHOS\ CODE\ CALCL. EXE => E:\ WHOS\ NORMAL\ CALCL. EXE [ ok]
E: \ WHOS\ CODE>cal | nknormu count 1

E: \ WHOS\ CODE>gcc -0 countl.0 -¢ -1. -g countl.cc -pedantic-errors -Warentheses -O -Wall
countl.cc: In function “short int counter()':

countl.cc:10: control reaches end of non-void function “counter()'

E: \ WHOS\ CODE>cal | nknornu count 2

E: \ WHOS\ CODE>gcc -0 count2.0 -¢ -1. -g count2.cc -pedantic-errors -Warentheses -0 -Wal |
count2.cc: In function “short int counter()"':

count2.cc:5: warning: “short int count’' mght be used uninitialized in this function
count2.cc:9: warning: “short int n' mght be used uninitialized in this function

count 2. cc: 10: control reaches end of non-void function “counter()’

E: \ WHOS\ CODE>cal | nknornmu count 3

E: \ WHOS\ CODE>gcc -0 count3.0 -¢ -1. -g count3.cc -pedantic-errors -Warentheses -0 -Wal |
count3.cc: In function “short int counter()':

count 3. cc: 10: control reaches end of non-void function “counter()'

E: \ WHOS\ CODE>cal | nknornu count 4

E: \ WHOS\ CODE>gcc -0 count4.0 -c¢ -1. -g count4.cc -pedantic-errors -Warentheses -0 -Wal |
count4.cc: In function “short int counter()':

count4.cc: 10: control reaches end of non-void function “counter()'

E: \ WHOS\ CODE>cal | nknornu count 5

E: \ WHOS\ CODE>gcc -0 count5.0 -¢ -1. -g count5.cc -pedantic-errors -Warentheses -0 -Wal |
count5.cc: In function “short int counter()"':

count5.cc:10: control reaches end of non-void function “counter()'

E: \ WHOS\ CODE>cal | nknornmu count 6

E: \ WHOS\ CODE>gcc -0 count6.0 -¢ -1. -g count6.cc -pedantic-errors -Warentheses -0 -Wal |
count6.cc: In function “short int counter()':

count 6. cc: 10: control reaches end of non-void function “counter()'

E: \ WHOS\ CODE>cal | nknormu cout 1

\ WHOS\ CODE>gcc -0 coutl.o -c -1. -g coutl.cc -pedantic-errors -Warentheses -0 -Wall
-\ WHOS\ CODE\ COUT1 => E: \ WHOS\ NORMVAL\ COUT1 [ ok]

\ WVHOS\ CCDE\ COUT1. EXE => E: \ WHOS\ NORVAL\ COUT1. EXE [ oK]

\ WHOS\ CODE>cal | nknor nu dangchar

\ WHOS\ CODE\ DANGCHAR => E: \ WHOS\ NORMAL\ DANGCHAR [ ok]

\ WVHOS\ CCDE\ DANGCHAR. EXE => E: \ WHOS\ NORMAL\ DANGCHAR. EXE [ ok]

m m mm m m mm

A WHOS\ CODE>cal | nmknormu funcl

E: \ WHOS\ CODE>gcc -0 funcl.o -c -1. -g funcl.cc -pedantic-errors -Warentheses -0 -Vl |
funcl.cc: In function “int main()':

funcl.cc: 20: warning: unused variable “short int Result’

E: \ WHOS\ CODE\ FUNCL => E: \ WHOS\ NORMAL\ FUNCL [ ok]

E: \ WHOS\ CODE\ FUNCL. EXE => E: \ WHOS\ NORMAL\ FUNCL. EXE [ ok]

E: \ WHOS\ CODE>cal | nmknormu inita
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E: \ WHOS\ CODE>gcc -0 inita.o -c -1. -g inita.cc -pedantic-errors -Warentheses -0 -Vl |
E: \ WHOS\ CODE\ | NI TA => E: \ WHOS\ NORVAL\ | NI TA [ ok]
E: \ WHOS\ CODE\ | NI TA. EXE => E: \ WHOS\ NORMAL\ | NI TA. EXE [ oK]
E: \ WHOS\ CODE>cal | nknormu inith

E: \ WHOS\ CODE>gcc -0 initb.o -c -1. -g initb.cc -pedantic-errors -Warentheses -0 -Vl |
initb.cc: In function “short int counter()':

initbh.cc:16: warning: “short int count' mght be used uninitialized in this function
inith.cc:20: warning: “short int n' mght be used uninitialized in this function

E: \ WHOS\ CODE\ | NI TB => E: \ WHOS\ NORMAL\ | NI TB [ ok]

E: \ WHOS\ CODE\ | NI TB. EXE => E: \ WHOS\ NORMAL\ | NI TB. EXE [ ok]
E: \ WHOS\ CODE>cal | nknormu initc

\ WHOS\ CODE>gcc -0 initc.o -c -1. -g initc.cc -pedantic-errors -Warentheses -0 -Vl |
\ VHOS\ CCDE\ | NI TC => E: \ WHOS\ NORMAL\ | NI TC [ ok]

\ WHOS\ CCDE\ | NI TC. EXE => E: \ WHOS\ NORMAL\ | NI TC. EXE [ ok]
\ WHOS\ CODE>cal | nmknornmu initd

\ WHOS\ CODE>gcc -0 initd.o -c -1. -g initd.cc -pedantic-errors -Warentheses -0 -Vl |
\ VHOS\ CCDE\ | NI TD => E: \ WHOS\ NORMVAL\ | NI TD [ ok]

\ WHOS\ CCDE\ | NI TD. EXE => E: \ WHOS\ NORMAL\ | NI TD. EXE [ ok]
\ WHOS\ CODE>cal | nmknornu inite

\ WHOS\ CODE>gcc -0 inite.o -c -1. -g inite.cc -pedantic-errors -Warentheses -0 -Vl |
\ VHOS\ CCDE\ | NI TE => E: \ WHOS\ NORMAL\ | NI TE [ ok]

\ WHOS\ CCDE\ | NI TE. EXE => E: \ WHOS\ NORMVAL\ | NI TE. EXE [ ok]
\ WHOS\ CODE>cal | nmknormu initf

\ WHOS\ CODE>gcc -0 initf.o -c -1. -g initf.cc -pedantic-errors -Warentheses -0 -Vl |
\ VHOS\ CODE\ | NI TF => E: \ WHOS\ NORMAL\ | NI TF [ ok]

\ WHOS\ CCDE\ | NI TF. EXE => E: \ WHOS\ NORMAL\ | NI TF. EXE [ ok]
\ WHOS\ CODE>cal | nmknormu i nvent 1

\ WHOS\ CODE>gcc -0 inventl.o -c -1. -g inventl.cc -pedantic-errors -Warentheses -O -\Wall
\ WVHOS\ CODE>cal | nknornu i nvent 2

\ WHOS\ CODE>gcc -0 invent2.0 -c -1. -g invent2.cc -pedantic-errors -Warentheses -0 -Wal |
\ WHOS\ CODE>cal | nknornu iteml

\ WHOS\ CODE>gcc -0 itenl.o -c -1. -g itenl.cc -pedantic-errors -Warentheses -0 -Vl |
\ WHOS\ CODE>cal | nknornmu itenR

\ WHOS\ CODE>gcc -0 itenR.o -c -1. -g itenR.cc -pedantic-errors -Warentheses -0 -Vl |
\ WVHOS\ CODE>cal | nknornu itend

\ WHOS\ CODE>gcc -0 itemt. o -c -1. -g itemt. cc -pedantic-errors -Warentheses -0 -Vl |
\ WHOS\ CODE>cal | nknornu itenb

\ WHOS\ CODE>gcc -0 itenb.o -c -1. -g itenb.cc -pedantic-errors -Warentheses -0 -Vl |
\ WHOS\ CODE>cal | nknornmu itenb

\ WHOS\ CODE>gcc -0 itenb.o -c -1. -g itenb.cc -pedantic-errors -Warentheses -0 -Vl |
\ WVHOS\ CODE>cal | nknornu itentstl

\ WHOS\ CODE>gcc -0 itentstl.0 -c -1. -g itentstl.cc -pedantic-errors -Warentheses -0 -Wal |
-\ WHOS\ CODE\ | TEMTST1 => E: \ WHOS\ NORMAL\ | TEMTST1 [ ok]
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E: \ WHOS\ CODE\ | TEMIST1. EXE => E: \ WHOS\ NORMAL\ | TEMTST1. EXE [ ok]
E: \ WHOS\ CODE>cal | nknornu itentst?2

E: \ WHOS\ CODE>gcc -0 itentst2.0 -c -1. -g itentst2.cc -pedantic-errors -Warent heses
E: \ WHOS\ CODE\ | TEMTST2 => E: \ WHOS\ NORMAL\ | TEMTST2 [ ok]

E: \ WHOS\ CODE\ | TEMIST2. EXE => E: \ WHOS\ NORMAL\ | TEMTST2. EXE [ ok]
E: \ WHOS\ CODE>cal | nknornmu itentst3

E: \ WHOS\ CODE>gcc -0 itentst3.0 -c -1. -g itentst3.cc -pedantic-errors -Warent heses
itemst3.cc: In function “int main()":

itemst3.cc:34: nenber mUPC is a private nenber of class "Stockltemn
itenmtst3.cc:43: nmenber "mlInStock' is a private nenber of class "~ Stocklten

E: \ WHOS\ CODE>cal | nknormu itentst4

\ WHOS\ CODE>gcec -0 itentst4.0 -c -1. -g itentst4.cc -pedantic-errors -Warentheses
\ WVHOS\ CCDE\ | TEMIST4 => E: \ WHOS\ NORMAL\ | TEMTST4 [ ok]

\ WHOS\ CCDE\ | TEMIST4. EXE => E: \ WHOS\ NORMAL\ | TEMTST4. EXE [ ok]
\ WHOS\ CODE>cal | nknornu itentstb

\ WHOS\ CODE>gec -0 itentst5.0 -c -1. -g itentst5.cc -pedantic-errors -Warent heses
\ WHOS\ CODE\ | TEMIST5 => E: \ WHOS\ NORMAL\ | TEMTST5S [ ok]

\ WHOS\ CCDE\ | TEMTST5. EXE => E: \ WHOS\ NORMAL\ | TEMTSTS5. EXE [ ok]
\ WHOS\ CODE>cal | nknornu itentst6

\ WHOS\ CODE>gec -0 itentst6.0 -c -1. -g itentst6.cc -pedantic-errors -Warent heses
\ WHOS\ CODE\ | TEMIST6 => E: \ WHOS\ NORMAL\ | TEMTST6 [ ok]

\ WHOS\ CCDE\ | TEMIST6. EXE => E: \ WHOS\ NORMAL\ | TEMTST6. EXE [ ok]

:\ WHOS\ CODE>cal | nknornu itntst2a

E: \ WHOS\ CODE>gec -0 itmtst2a.0 -¢ -1. -g itmst2a.cc -pedantic-errors -Warent heses
gcc.exe: itntst2a.cc: No such file or directory (ENOENT)

gcc.exe: No input files

E: \ WVHOS\ CODE>cal | nknor mu nor bas00

E: \ WHOS\ CODE>gcc -0 norbas00.0 -c¢ -1. -g norbas00.cc -pedantic-errors -Warent heses
nmor bas00.cc: In function “int main()':

-0 -wall

-0 -wall

-0 -wall

-0 -wall

-0 -wall

-0 -wall

-0 -vall

nmor bas00. cc: 7: warning: “short int Result' mght be used uninitialized in this function

nmor bas00. cc: 20: warning: “short int n' mght be used uninitialized in this function
E: \ WHOS\ CODE\ MORBAS00 => E: \ WHOS\ NORVAL\ MORBASO0 [ ok]

E: \ WHOS\ CODE\ MORBAS00. EXE => E: \ WHOS\ NORMAL\ MORBAS00. EXE [ ok]
E: \ WHOS\ CODE>cal | nknor mu nor bas01

E: \ WHOS\ CODE>gcc -0 norbas01.0 -c¢ -1. -g norbas0l1.cc -pedantic-errors -Warent heses
nmor basOl.cc: In function “int main()"':

nmor bas01. cc: 9: warning: unused variable “short int |j
E: \ WHOS\ CODE\ MORBAS01 => E: \ WHOS\ NORMVAL\ MORBASO1 [ ok]

E: \ WHOS\ CODE\ MORBASO1. EXE => E: \ WHOS\ NORMAL\ MORBASO1. EXE [ ok]
E: \ WHOS\ CODE>cal | nknor mu nor bas02

E: \ WHOS\ CODE>gcc -0 norbas02.0 -c¢ -1. -g norbas02.cc -pedantic-errors -Warent heses
nmor bas02.cc: In function “int main()"':

mor bas02.cc: 7: stray '\' in program

nmor bas02. cc: 11: parse error before “return'

E: \ WHOS\ CODE>cal | nknor nu nor bas03

E: \ WHOS\ CODE>gcc -0 nporbas03.0 -c -1. -g norbas03.cc -pedantic-errors -Warent heses
E: \ WHOS\ CODE\ MORBAS03 => E: \ WHOS\ NORMAL\ MORBASO03 [ ok]
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E: \ WHOS\ CODE\ MORBAS03. EXE => E: \ WHOS\ NORMVAL\ MORBAS03. EXE [ ok]
E: \ WHOS\ CODE>cal | nknor mu nor bas04

E: \ WHOS\ CODE>gcc -0 norbas04.0 -c -1. -g norbas04.cc -pedantic-errors -Warentheses -0 - Wl |
E: \ WHOS\ CODE\ MORBAS04 => E: \ WHOS\ NORMAL\ MORBAS04 [ ok]

E: \ WHOS\ CODE\ MORBASO4. EXE => E: \ WHOS\ NORVAL\ MORBASO04. EXE [ ok]

E: \ WHOS\ CODE>cal | nknor mu nof unc

E: \ WHOS\ CODE>gcc -0 nofunc.o -c¢ -1. -g nofunc.cc -pedantic-errors -Warentheses -0 -Wal |
nofunc.cc: In function “int main()':

nof unc. cc: 13: warni ng: unused variable “short int Length'

nof unc. cc: 12: warni ng: unused variable “short int Result'

nof unc. cc: 9: warni ng: unused variable “short int i’

E: \ WHOS\ CODE\ NOFUNC => E: \ WHOS\ NORMAL\ NOFUNC [ ok]

E: \ WHOS\ CODE\ NOFUNC. EXE => E: \ WHOS\ NORMAL\ NOFUNC. EXE [ ok]
E: \ WHOS\ CODE>cal | nknormu punpl

-\ WHOS\ CODE>gcc -0 punpl.o -c -1. -g punpl.cc -pedantic-errors -Warentheses -0 -\Wall
\ VHOS\ CODE\ PUMP1 => E: \ WHOS\ NORVAL\ PUMP1 [ oK]

\ WHCS\ CCDE\ PUMP1. EXE => E: \ WHOS\ NORVAL\ PUMPL. EXE [ ok]
\ WHOS\ CODE>cal | nmknor nu punpla

\ WVHOS\ CODE>gcc -0 punpla.o -c¢ -1. -g punpla.cc -pedantic-errors -Warentheses -O -Wall
\ VHOS\ CODE\ PUVP1A => E: \ WHOS\ NORVAL\ PUMP1A [ ok]

\ WHCS\ CCDE\ PUMP1A. EXE => E: \ WHOS\ NORVAL\ PUMP1A. EXE [ ok]
\ WHOS\ CODE>cal | nknor nu punp?2

\ WVHOS\ CODE>gcc -0 punp2.0 -c -1. -g pump2.cc -pedantic-errors -Warentheses -0 -Vl |
\ VHOS\ CODE\ PUMP2 => E: \ WHOS\ NORMVAL\ PUMP2 [ oK]

-\ WHOS\ CODE\ PUMP2. EXE => E: \ WHOS\ NORMAL\ PUMP2. EXE [ ok]
E: \ WHOS\ CODE>cal | nknornu scopcl as

E: \ WHOS\ CODE>gcc -0 scopclas.o -c -1. -g scopclas.cc -pedantic-errors -Warentheses -0 -Wal |
scopclas.cc: In function “short int funcl()':

scopcl as. cc:8: warning: “short int count3'" mght be used uninitialized in this function
scopcl as. cc:22: warning: “short int n' mght be used uninitialized in this function

E: \ WHOS\ CODE\ SCOPCLAS => E: \ WHOS\ NORMAL\ SCOPCLAS [ ok]

E: \ WHOS\ CODE\ SCOPCLAS. EXE => E: \ WHOS\ NORMAL\ SCOPCLAS. EXE [ ok]
E: \ WHOS\ CODE>cal | nknornu strcnp

E: \ WHOS\ CODE>gcc -0 strcnp.o -¢ -1. -g strcnp.cc -pedantic-errors -Warentheses -0 -\Wal |
E: \ WHOS\ CODE\ STRCVP => E: \ WHOS\ NORVAL\ STRCVP [ ok]

E: \ WHOS\ CODE\ STRCMP. EXE => E: \ WHOS\ NORVAL\ STRCVP. EXE [ ok]
E: \ WHOS\ CODE>cal | nmknornmu strexl

E: \ WHOS\ CODE>gcc -0 strexl.o -c¢ -1. -g strexl.cc -pedantic-errors -Warentheses -O -Wal |
strexl.cc: In function “int main()':

strexl.cc:21: nenber "mlength' is a private nenber of class “string'

E: \ WHOS\ CODE>cal | nknornu strex2

E: \ WHOS\ CODE>gcc -0 strex2.0 -¢ -1. -g strex2.cc -pedantic-errors -Warentheses -0 -Wal |

strex2.cc: In function “int main()':
strex2.cc:9: constructor “string::string()' is private
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strex2.cc:17: within this context
strex2.cc:17: in base initialization for class “string'
E: \ WHOS\ CODE>cal | nknornu strex3

E: \ WHOS\ CODE>gcc -0 strex3.0 -¢ -1. -g strex3.cc -pedantic-errors -Warentheses -0 -\Wal |
strex3.cc:12: warning: “class string' only defines a private destructor and has no friends
strex3.cc: In function “int main()':

strex3.cc: 16: destructor for type “string' is private in this scope

E: \ WHOS\ CODE>cal | nknornu strex5

E: \ WHOS\ CODE>gcc -0 strex5.0 -¢ -1. -g strexb.cc -pedantic-errors -Warentheses -0 -Wal |
E: \ WHCS\ CODE\ STREX5 => E: \ WHOS\ NORMAL\ STREX5 [ ok]

E: \ WHOS\ CODE\ STREX5. EXE => E: \ WHOS\ NORVAL\ STREX5. EXE [ 0oK]
E: \ WHOS\ CODE>cal | nknornu strex6

E: \ WHOS\ CODE>gcc -0 strex6.0 -¢c -1. -g strex6.cc -pedantic-errors -Warentheses -0 -Wal |
strex6.cc: In function “int main()':

strex6.cc:9: constructor “string::string(char *)' is private

strex6.cc:21: within this context

strex6.cc:6: in passing argunment 1 of “string::operator =(const string &'

E: \ WHOS\ CODE>cal | nknormu stringl

\ WHOS\ CODE>gec -0 stringl.o -c -1. -g stringl.cc -pedantic-errors -Warentheses -0 -Wal |
-\ WHOS\ CODE>cal | nmknormu string3

\ WHOS\ CODE>gcc -0 string3.0 -c -1. -g string3.cc -pedantic-errors -Warentheses -0 -\Wal |
\ WVHOS\ CODE>cal | nknormu string4

\ WHOS\ CODE>gcc -0 string4.0 -c -1. -g string4.cc -pedantic-errors -Warentheses -0 -Wal |
\ WHOS\ CODE>cal | nknormu stringb

\ WHOS\ CODE>gcc -0 string5.0 -c -1. -g string5.cc -pedantic-errors -Warentheses -0 -Wal |
-\ WHOS\ CODE>cal | nknornmu stringba

\ WHOS\ CODE>gcc -0 string5a.o0 -c -1. -g stringba.cc -pedantic-errors -Warentheses -0 -Wal |
string5a.cc: In method "bool string::operator <(const class string &"':

stringba.cc:51: warning: ~bool Result' mght be used uninitialized in this function

E: \ WHOS\ CODE>cal | nknornmu string5x

E: \ WHOS\ CODE>gcc -0 string5x.0 -c -1. -g string5x.cc -pedantic-errors -Warentheses -0 -Wal |
string5x.cc: In function “class istream & operator >>(class istream & class string &':
stringbx.cc:79: uninitialized const “short int const BUFLEN

string5x.cc:81: ANSI C++ forbids variabl e-size array " Buf'

stringbx.cc:79: warning: “short int const BUFLEN mi ght be used uninitialized in this function
E: \ WHOS\ CODE>cal | nknornmu stringby

E: \ WHOS\ CODE>gcc -0 stringby.o -c -1. -g string5y.cc -pedantic-errors -Warentheses -0 -Wal |
stringby.cc: In function "class istream & operator >>(class istream &, class string &':

stringby.cc:9: ANSI C++ forbids variable-size array " Buf'
E: \ WHOS\ CODE>cal | nknornmu string6

-\ WHOS\ CODE>gcc -0 string6.0 -c -1. -g string6.cc -pedantic-errors -Warentheses -0 -Wal |
-\ WHOS\ CODE>cal | nmknormu strsortl

\ WHOS\ CODE>gcc -0 strsortl.o -c -1. -g strsortl.cc -pedantic-errors -Warentheses -0 -Wal |
\ WHOS\ CODE\ STRSORT1 => E: \ WHOS\ NORMAL\ STRSCRT1 [ ok]

\ WHOS\ CODE\ STRSORT1. EXE => E: \ WHOS\ NORMAL\ STRSORT1. EXE [ ok]
\ WHOS\ CODE>cal | nmknormu strtstl

\ WHOS\ CODE>gcc -0 strtstl.o -c -1. -g strtstl.cc -pedantic-errors -Warentheses -0 -Wal |
\ WHOS\ CODE\ STRTST1 => E: \ WHOS\ NORVAL\ STRTST1 [ ok]

m mm m m mm [Mmm

:\ WHOS\ CODE\ STRTST1. EXE => E: \ WHOS\ NORVAL\ STRTST1. EXE [ ok]
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E: \ WHOS\ CODE>cal | nknornu strtst3

E: \ WHOS\ CODE>gcc -0 strtst3.0 -c -1. -g strtst3.cc -pedantic-errors -Warentheses -0 -\Wal |
E: \ WHOS\ CODE\ STRTST3 => E: \ WHOS\ NORMAL\ STRTST3 [ ok]

E: \ WHOS\ CODE\ STRTST3. EXE => E: \ WHOS\ NORVAL\ STRTST3. EXE [ ok]
E: \ WHOS\ CODE>cal | nknornmu strtst3a

E: \ WHOS\ CODE>gcc -0 strtst3a.0 -c -1. -g strtst3a.cc -pedantic-errors -Warentheses -0 -Wal |
strtst3a.cc: In function “int main()"':

strtst3a.cc:8: menber "mLlength' is a private nenber of class “string'

E: \ WHOS\ CODE>cal | nknormu strtst4

\ WHOS\ CODE>gcc -0 strtst4.0 -c -1. -g strtst4.cc -pedantic-errors -Warentheses -0 -Wal |
\ WHOS\ CODE\ STRTST4 => E: \ WHOS\ NORVAL\ STRTST4 [ ok]

\ WHOS\ CODE\ STRTST4. EXE => E: \ WHOS\ NORMAL\ STRTST4. EXE [ 0oK]
\ WHOS\ CODE>cal | nmknormu strtstb

\ WHOS\ CODE>gcc -0 strtst5.0 -c -1. -g strtstb.cc -pedantic-errors -Warentheses -0 -Wal |
\ WHOS\ CODE\ STRTST5 => E: \ WHOS\ NORVAL\ STRTSTS [ ok]

\ WHOS\ CODE\ STRTST5. EXE => E: \ WHOS\ NORMAL\ STRTST5. EXE [ 0oK]
\ WHOS\ CODE>cal | nmknornmu strtst5x

\ WHOS\ CODE>gcc -0 strtstb5x.0 -c -1. -g strtstbx.cc -pedantic-errors -Warentheses -0 -Wal |
\ WHOS\ CODE\ STRTST5X => E: \ WHOS\ NORMAL\ STRTST5X [ ok]

\ VHOS\ CCDE\ STRTST5X. EXE => E: \ WHOS\ NORMAL\ STRTST5X. EXE [ ok]

:\ VWHOS\ CODE>cal | nknormu vect 1

\ WHOS\ CODE>gcc -0 vectl.o -c -1. -g vectl.cc -pedantic-errors -Warentheses -0 -Vl |
vectl.cc: In function “int main()':

vectl.cc:9: warning: “short int Highestlndex' might be used uninitialized in this function
E: \ WHOS\ CODE\ VECT1 => E: \ WHOS\ NORMAL\ VECT1 [ ok]

E: \ WHOS\ CODE\ VECT1. EXE => E:\ WHOS\ NORMAL\ VECT1. EXE [ ok]

E: \ WHOS\ CODE>cal | nknormu vect 2

E: \ WHOS\ CODE>gcc -0 vect2.0 -c -1. -g vect2.cc -pedantic-errors -Warentheses -0 -Vl |
E: \ WHOS\ CODE\ VECT2 => E: \ WHOS\ NORMAL\ VECT2 [ ok]

E: \ WHOS\ CODE\ VECT2. EXE => E: \ WHOS\ NORMAL\ VECT2. EXE [ ok]

E: \ WHOS\ CODE>cal | nknornu vect 2a

E: \ WHOS\ CODE>gcc -0 vect2a.0 -¢ -1. -g vect2a.cc -pedantic-errors -Warentheses -0 -Wal |
E: \ WHOS\ CODE\ VECT2A => E: \ WHOS\ NORVAL\ VECT2A [ ok]

E: \ WHOS\ CODE\ VECT2A. EXE => E: \ WHOS\ NORVAL\ VECT2A. EXE [ ok]

E: \ WHOS\ CODE>cal | nknornu vect 3

E: \ WHOS\ CODE>gcc -0 vect3.0 -c -1. -g vect3.cc -pedantic-errors -Warentheses -0 -Vl |
E: \ WHOS\ CODE\ VECT3 => E: \ WHOS\ NORMAL\ VECT3 [ ok]

E: \ WHOS\ CODE\ VECT3. EXE => E: \ WHOS\ NORMAL\ VECT3. EXE [ ok]

E: \ WHOS\ CODE>cal | nmknormu wassert

E: \ WHOS\ CODE>gcc -0 wassert.o -c -1. -g wassert.cc -pedantic-errors -Warentheses -0 -\Wal |
E: \ WHOS\ CODE>del *. 0

E: \ WHOS\ CODE>
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "string6. h"
#include "itenb. h"

#i ncl ude "invent2. h"

int main()
{
i fstream | nput St rean("shop2.in");
string PurchaseUPC,
short PurchaseCount;
string |temNane;
short O dl nventory;
short New nventory;
I nventory Myl nventory;
St ockl t em Foundl t em
string Transacti onCode;
M/l nvent ory. Loadl nventory( | nput Streanj;
cout << "What is the UPC of the iten? ";
cin >> PurchaseUPC;
Foundl tem = Myl nvent ory. Fi ndl t en{ Pur chaseUPC) ;
if (Foundltem IsNull () == true)
{
cout << "Can't find that item Please check UPC." << endl;
return O;
}
A dlnventory = Foundltem Getlnventory();
ItemName = Foundltem Get Nane() ;
cout << "There are currently " << ddlnventory << " units of "
<< |ItemNanme << " in stock." << endl;
cout << "Pl ease enter transaction code as follows:" << endl;
cout << "S (sale)" << endl;
cout << "C (price check)" << endl;
cin >> Transacti onCode;
if (TransactionCode == "C' || TransactionCode == "c")
{
cout << "The nane of that itemis: " << ItemNane << endl;
cout << "Its price is: " << Foundltem GetPrice();
}
else if (TransactionCode == "S" || TransactionCode == "s")
{
cout << "How many itenms were sold? ";
cin >> PurchaseCount;
Foundl t em Deduct Sal eFr om nvent or y( Pur chaseCount ) ;
MW/l nvent ory. Updat el t en( Foundl t en) ;
cout << "The inventory has been updated." << endl;
Foundltem = Myl nvent ory. Fi ndl t en{ Pur chaseUPC) ;
Newl nventory = Foundltem Getlnventory();
of st ream Qut put St ream("shop2. out");
M/l nvent ory. St orel nvent ory( Qut put St ream ;
cout << "There are now " << Newinventory << " units of "
<< |temNanme << " in stock." << endl;
}
return O;
}
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "string6. h"
#include "itenb. h"

#i nclude "inventl. h"

int main()

{
i fstream | nput St rean("shop2.in");
string PurchaseUPC,
short PurchaseCount;
string |temNane;
short O dl nventory;
short New nventory;
I nventory Myl nventory;
St ockl t em Foundl t em
string Transacti onCode;

M/l nvent ory. Loadl nventory( | nput Streanj;

cout << "What is the UPC of the iten? ";
cin >> PurchaseUPC,

Foundl tem = Myl nvent ory. Fi ndl t en{ Pur chaseUPC) ;

if (Foundltem IsNull () == true)
{
cout << "Can't find that item Please check UPC." << endl;
return O;
}

A dlnventory = Foundltem Getlnventory();
ItemName = Foundltem Get Nane() ;

cout << "There are currently " << ddlnventory << " units of
<< |ItemNanme << " in stock." << endl;

cout << "Pl ease enter transaction code as follows:\n";

cout << "S (sale), C (price check): ";
cin >> Transacti onCode;

if (TransactionCode == "C' || TransactionCode == "c")
{
cout << "The name of that itemis: " << |temNane << endl;
cout << "Its price is: " << Foundltem GetPrice();
else if (TransactionCode == "S" || TransactionCode == "s")
{

cout << "How many itenms were sold? ";
cin >> PurchaseCount;

Foundl t em Deduct Sal eFr om nvent or y( Pur chaseCount ) ;
MW/l nvent ory. Updat el t en( Foundl t en) ;

cout << "The inventory has been updated." << endl;

Foundltem = Myl nvent ory. Fi ndl t en{ Pur chaseUPC) ;
Newl nventory = Foundltem Getlnventory();

cout << "There are now " << Newl nventory << " units of
<< |ItemNanme << " in stock." << endl;

}

return O;
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "vector.h"

#i ncl ude "string6. h"

#include "itend. h"

int main()
{
i fstream Shopl nfo("shop2.in");
vector<Stockltem> Al lltens(100);
short i;
short I nventoryCount;
short O dl nventory;
short New nventory;
string PurchaseUPC,
string |temNane;
short PurchaseCount;
bool Found;

for (i =0; i < 100; i ++)
{
Allltens[i]. Read(Shopl nfo);
if (Shoplnfo.fail() !'= 0)
br eak;

}

I nventoryCount = i;

cout << "What is the UPC of the iten? ";
cin >> PurchaseUPC

Found = fal se;

for (i =0; i < InventoryCount; i ++)
{
if (Allltens[i].CheckUPC(PurchaseUPC) == true)
{
Found = true;
br eak;
}
}
if (Found == true)
{

A dlinventory = Allltens[i]. Getlnventory();
ItemNanme = Allltens[i]. Get Nane();

cout << "There are currently " << ddlnventory << " units of
<< ItemNanme << " in stock." << endl;

cout << "How many itenms were sold? ";

cin >> PurchaseCount;

Allltens[i]. Deduct Sal eFrom nvent or y( Pur chaseCount) ;
cout << "The inventory has been updated." << endl;

Newl nventory = Allltens[i].Getlnventory();

cout << "There are now " << Newl nventory << " wunits of "
<< ItemNanme << " in stock." << endl;
el se

cout << "Can't find that item Please check UPC' << endl;

return O;
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "vector.h"

#i ncl ude "string6. h"

#include "itenR. h"

int main()
{
i fstream Shopl nfo("shop2.in");
vector<Stockltem> Al lltens(100);
short i;
short I nventoryCount;
string PurchaseUPC,
short PurchaseCount;
bool Found;

for (i =0; i < 100; i ++)
{
Allltens[i]. Read(Shopl nfo);
if (Shoplnfo.fail() !'= 0)
br eak;
}

I nventoryCount = i;

cout << "What is the UPC of the itenP" << endl;
cin >> PurchaseUPC

cout << "How many itenms were sol d?" << endl

cin >> PurchaseCount;

Found = fal se;

for (i =0; i < InventoryCount; i ++)
{
if (PurchaseUPC == Allltens[i].m UPC)
{
Found = true;
br eak;
}
}
if (Found == true)
{
Allltems[i].mInStock -= PurchaseCount;
cout << "The inventory has been updated." << endl;
}
el se

cout << "Can't find that item Please check UPC' << endl;

return O;
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Nanme: 3-ounce cups

Nunber in stock: 71

Price: 259

Distributor: Bob's Distribution
UPC. 2895657951

Nane: Aj ax-substitute
Nurmber in stock: 77
Price: 104
Distributor: ABC Dist.
UPC. 8144976072

Nanme: anti hi st ani nes

Nunber in stock: 5

Price: 224

Distributor: Bob's Distribution
UPC:. 7904886261

Nane: Arturo sauce

Nurmber in stock: 96

Price: 361

Distributor: Bob's Distribution
UPC. 9495505623

Narme: Brannol a

Nurmber in stock: 52

Price: 329

Di stributor: Wol esale Plus
UPC:. 5924505350

Nanme: bread, chall ah

Nunber in stock: 30

Price: 286

Distributor: Bob's Distribution
UPC. 2637964782

Nane: bread, rye

Nunber in stock: 83

Price: 347

Distributor: Bob's Distribution
UPC. 9860958916

Narme: bread, white

Nurmber in stock: 23

Price: 308

Di stributor: Wol esale Plus
UPC. 2439398000

Name: breadcrunbs, Italian
Nunber in stock: 11

Price: 399

Di stributor: \Wol esale Plus
UPC. 157067617

Name: Bufferin

Nurmber in stock: 10
Price: 131
Distributor: ABC Dist.
UPC. 2844879888

Nane: Carpet Fresh

Nurmber in stock: 30

Price: 214

Distributor: Bob's Distribution
UPC. 9485730097

Name: chew sticks
Nurmber in stock: 40
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Price: 183
Distributor: ABC D st.
UPC:. 1628216044

Narme: C orox 2

Nurmber in stock: 41
Price: 223
Distributor: ABC Dist.
UPC. 3262071273

Nane: cough drops

Nunber in stock: 21

Price: 156

Di stributor: \Wol esale Plus
UPC. 807158335

Nane: dish detergent, auto
Nunber in stock: 91

Price: 178

Distributor: Bob's Distribution
UPC. 3789078521

Nane: dish detergent, liquid
Nurmber in stock: 92

Price: 289

Distributor: ABC Dist.

UPC. 4284562764

Nanme: dog food (wth Al po)
Nunber in stock: 56

Price: 308

Distributor: ABC Dist.

UPC:. 8348191371

Nanme: Dove soap

Nunber in stock: 54

Price: 374

Di stributor: Wol esale Plus
UPC. 6779443026

Nane: envel opes, |arge

Nurmber in stock: 51

Price: 238

Distributor: Bob's Distribution
UPC. 4048335347

Nanme: Fantastic refill
Nunber in stock: 6

Price: 173

Di stributor: \Wol esale Plus
UPC:. 609197907

Nane: flypaper

Nunber in stock: 36

Price: 246

Distributor: Bob's Distribution
UPC. 4744515566

Nanme: furniture polish, |enon
Nurmber in stock: 63

Price: 262

Distributor: ABC Dist.

UPC. 9385415630

Nane: Gas- X

Nunber in stock: 51

Price: 217

Di stributor: \Wol esale Plus
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UPC. 7839910737

Narme: 4 ass- Pl us

Nurmber in stock: 75

Price: 278

Distributor: Bob's Distribution
UPC. 187583273

Nanme: Kl eenex, brown foil
Nunber in stock: 7

Price: 132

Distributor: ABC Dist.
UPC:. 1282433169

Narme: Kl eenex, white foil
Nurmber in stock: 54
Price: 296

Distributor: ABC Dist.
UPC. 8274154401

Nane: Kosher soap

Nurmber in stock: 19

Price: 303

Distributor: Bob's Distribution
UPC. 3570245420

Nanme: |aundry detergent
Nunber in stock: 70
Price: 378

Distributor: ABC Dist.
UPC:. 896453021

Narme: | enon ammmoni a

Nurmber in stock: 40

Price: 238

Distributor: Bob's Distribution
UPC. 2076249216

Nanme: Metanucil (Nutrasweet)
Nurmber in stock: 10

Price: 276

Distributor: ABC Dist.

UPC. 9276116987

Name: m xed nuts

Nunber in stock: 44

Price: 182

Distributor: Bob's Distribution
UPC. 7506887254

Nane: Murphy's oil soap

Nunber in stock: 67

Price: 177

Distributor: Bob's Distribution
UPC. 309508989

Nanme: napkins

Nurmber in stock: 79

Price: 189

Distributor: Bob's Distribution
UPC. 4804723528

Nanme: no-fat Entenmann's
Nunber in stock: 34
Price: 113

Distributor: ABC Dist.
UPC:. 2060148242
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Nane: paper towels

Nunber in stock: 59

Price: 326

Di stributor: Wolesale Plus
UPC. 3310192788

Nane: Pept o- Bi snol
Nurmber in stock: 8
Price: 290
Distributor: ABC Dist.
UPC. 9604241003

Nane: plastic forks

Nunber in stock: 92

Price: 285

Di stributor: \Wol esale Plus
UPC. 1492434772

Nane: plastic spoons

Nunber in stock: 22

Price: 397

Distributor: Bob's Distribution
UPC. 288813042

Nane: popcorn cakes (Quaker)
Nurmber in stock: 55

Price: 376

Distributor: ABC Dist.

UPC. 4064253824

Nanme: sodas, chocol ate

Nunber in stock: 83

Price: 301

Distributor: Bob's Distribution
UPC. 9967772189

Nanme: sodas, cream

Nurmber in stock: 50

Price: 223

Di stributor: \Wol esale Plus
UPC. 1790869528

Narme: sodas, NoCaf Di et Coke
Nurmber in stock: 54

Price: 344

Di stributor: Wol esale Plus
UPC. 4275354091

Nane: sodas, orange

Nunber in stock: 23

Price: 285

Distributor: Bob's Distribution
UPC:. 6808148983

Nanme: sodas, root beer
Nurmber in stock: 37

Price: 190

Di stributor: \Wol esale Plus
UPC. 1503129286

Name: SCS
Nunber in stock: 22
Price: 275

Di stri butor: Wol esal e Pl us
UPC: 8759736345

Nanme: sponges
Nunber in stock: 19
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Price: 305
Distributor: ABC D st.
UPC. 6139374741

Nane: toilet paper, unscented
Nurmber in stock: 16

Price: 342

Distributor: ABC Dist.

UPC. 9567620261

Nanme: Top Job

Nunber in stock: 6
Price: 337
Distributor: ABC Dist.
UPC:. 4635837960

Nanme: wal nuts

Nurmber in stock: 12

Price: 152

Di stributor: \Wol esale Plus
UPC. 7148104811

Nanme: wat er

Nurmber in stock: 56
Price: 165
Distributor: ABC Dist.
UPC. 7463546800
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "vector.h"

#i ncl ude "string6. h"
#include "itenR. h"

int main()

{
i fstream Shopl nfo("shop2.in");
vector<Stockltem> Al lltens(100);
short i;
short I nventoryCount;

for (i =0; i < 100; i +4+)
{
Allltens[i]. Read(Shopl nfo);
if (Shoplnfo.fail() !'= 0)

br eak;
}
I nventoryCount = i;
for (i =0; i < InventoryCount; i ++)
{
Allltens[i].D splay();
}
return O;

http://www.steveheller.com/whos/code/itemtst2.cc [2003-5-31 17:49:37]



http://www.steveheller.com/whos/code/itemtst1.cc

#i ncl ude <i ostream h>
#i ncl ude "string6. h"
#include "itenl. h"

int main()
{

St ockl t em soup;

soup = Stockltem " Chunky Chicken", 32,129,
"Bob's Distribution","123456789");

soup. Di spl ay();

return O;
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cl ass Stockltem

{

publi c:
Stockltem();

Stockltem(string Name, short |nStock, short Price,
string Distributor, string UPC);

voi d Display();
voi d Read(ifstream& s);

/1 the follow ng function was added for inventory update
void Wite(ofstrean& s);

bool CheckUPC(string |temJPC);

voi d Deduct Sal eFrom nventory(short QuantitySol d);
short GCetlnventory();

string Get Name();

string Get UPC();

bool IsNull();

short GetPrice();

private:
short m I nStock;
short mPrice;
string m Nang;
string mDistributor;
string m UPC,
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude <string. h>
#i ncl ude "string6. h"
#i ncl ude "itenb. h"

St ockl tem : St ockl tem()
m I nSt ock(0), mPrice(0), mNane(),
mDi stributor(), mUPC()

{

}

Stockltem : Stockltem(string Nanme, short |nStock,
short Price, string Distributor, string UPC)
m I nSt ock(1 nStock), mPrice(Price), m Nanme(Nane),
m Di stributor(Distributor), m UPC(UPC)

{
}
void Stockltem: Display()
{
cout << "Nane: ";
cout << m Name << endl;
cout << "Nunber in stock: ";
cout << mlInStock << endl;
cout << "Price: ";
cout << mPrice << endl;
cout << "Distributor: ";
cout << mDistributor << endl;
cout << "UPC. ";
cout << m UPC << endl;
cout << endl;
}
void Stockltem: Read(ifstream& s)
{
s >> m Nane;
s >> m.| nStock;
s >> mPrice;
s >> mDistributor;
s >> m UPC,
}
bool Stockltem : CheckUPC(string |temJPC)
{
if (mUPC == |tenJPC)
return 1;
return O;
}

voi d Stockltem : Deduct Sal eFrom nvent ory(short QuantitySol d)

{
m I nSt ock -= QuantitySol d;

}
short Stockltem: Getlnventory()
{

return ml nStock;
}
string Stockltem : Get Nane()
{

return m Nane;
}
string Stockltem : Get UPC()
{
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return m UPC,

}
bool Stockltem:1sNull()
{
if (mUPC =="")
return 1;
return O;
}
short Stockltem: GetPrice()
{
return mPrice;
}

//function added for inventory update
void Stockltem: Wite(ofstream& s)

{

s << m Nane << endl;

s << mInStock << endl;

S << mPrice << endl;

s << mDistributor << endl;

S << m UPC << endl;

return;
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cl ass Stockltem

{

publi c:

Stockltem();

Stockltem(string Name, short |nStock, short Price,
string Distributor, string UPC);

voi d Display();
voi d Read(ifstream& s);

bool CheckUPC(string |temJPC);

voi d Deduct Sal eFrom nventory(short QuantitySol d);
short Getlnventory();

string Get Name();

bool IsNull();

short GetPrice();

string Get UPC();

private:

short m.InStock;
short mPrice;
string m Nare;

string mDistributor;
string m UPC,
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "string6. h"
#include "itenb. h"

St ockl tem : St ockl tem()
m I nSt ock(0), mPrice(0), mNane(),
mDi stributor(), mUPC()

{

}

Stockltem : Stockltem(string Nanme, short |nStock,
short Price, string Distributor, string UPC)
m I nSt ock(I nStock), mPrice(Price), m Nanme(Nane),
m Di stributor(Distributor), m UPC(UPC)

{
}
void Stockltem: Display()
{
cout << "Nane: ";
cout << m Name << endl;
cout << "Nunber in stock: ";
cout << mlInStock << endl;
cout << "Price: ";
cout << mPrice << endl;
cout << "Distributor: ";
cout << mDistributor << endl;
cout << "UPC. ";
cout << m UPC << endl;
cout << endl;
}
void Stockltem: Read(ifstream& s)
{
s >> m Nane;
s >> m.| nStock;
s >> mPrice;
s >> mDistributor;
s >> m UPC,
}
bool Stockltem : CheckUPC(string |temJPC)
{
if (mUPC == |tenJPC)
return true;
return fal se;
}

voi d Stockltem: Deduct Sal eFrom nvent ory(short QuantitySol d)

{
m I nSt ock -= QuantitySol d;

}
short Stockltem: Getlnventory()
{
return ml nStock;
}
string Stockltem : Get Nane()
{
return m Nane;
}

bool Stockltem :IsNull ()
{
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if (mUPC =="")
return true;

return fal se;

}

short Stockltem: GetPrice()
{ return mPrice;

}

string Stockltem : Get UPC()
{ return mUPC

}
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cl ass Stockltem

{

publi c:

Stockltem();

Stockltem(string Name, short |nStock, short Price,
string Distributor, string UPC);

voi d Display();
voi d Read(ifstream& s);

bool CheckUPC(string |temJPC);

voi d Deduct Sal eFrom nventory(short QuantitySol d);
short Getlnventory();

string Get Name();

private:

short mInStock;
short mPrice;
string m Nare;

string mDistributor;
string m UPC,
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "string6. h"
#include "itenmd. h"

St ockl tem : St ockl tem()
m I nSt ock(0), mPrice(0), mNane(),
mDi stributor(), mUPC()

{

}

Stockltem : Stockltem(string Nanme, short |nStock,
short Price, string Distributor, string UPC)
m I nSt ock(I nStock), mPrice(Price), m Nanme(Nane),
m Di stributor(Distributor), m UPC(UPC)

{
}
void Stockltem: Display()
{
cout << "Nane: ";
cout << m Name << endl;
cout << "Nunber in stock: ";
cout << mlInStock << endl;
cout << "Price: ";
cout << mPrice << endl;
cout << "Distributor: ";
cout << mDistributor << endl;
cout << "UPC. ";
cout << m UPC << endl;
cout << endl;
}
void Stockltem: Read(ifstream& s)
{
s >> m Nane;
s >> m.| nStock;
s >> mPrice;
s >> mDistributor;
s >> m UPC,
}
bool Stockltem : CheckUPC(string |temJPC)
{
if (mUPC == |tenJPC)
return true;
el se
return fal se;
}

voi d Stockltem: Deduct Sal eFrom nventory(short QuantitySol d)

{
m | nStock -= QuantitySol d;

}
short Stockltem: Getlnventory()
{
return ml nStock;
}
string Stockltem : Get Nane()
{
return m_Nane;
}
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cl ass Stockltem

{

publi c:
Stockltem();

Stockltem(string Name, short |nStock, short Price,
string Distributor, string UPC);

voi d Display();
voi d Read(ifstream& s);

private:
short m. | nStock;
short mPri ce;
string m Nane;
string mDistributor;
string m UPC,
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "string6. h"
#include "itenR. h"

St ockl tem : St ockl tem()
m I nSt ock(0), mPrice(0), mNane(),
mDi stributor(), mUPC()

{

}

Stockltem : Stockltem(string Nanme, short |nStock,
short Price, string Distributor, string UPC)
m I nSt ock(I nStock), mPrice(Price), m Nanme(Nane),
m Di stributor(Distributor), m UPC(UPC)
{

}
void Stockltem: Display()
{
cout << "Nane: ";
cout << m Name << endl;
cout << "Nunber in stock: ";
cout << mlInStock << endl;
cout << "Price: ";
cout << mPrice << endl;
cout << "Distributor: ";
cout << mDistributor << endl;
cout << "UPC. ";
cout << m UPC << endl;
cout << endl;
}
void Stockltem: Read(ifstream& s)
{
s >> m Nane;
s >> m.| nStock;
s >> mPrice;
s >> mDistributor;
s >> m UPC,
}
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cl ass Stockltem

{

publi c:
Stockltem();

Stockltem(string Name, short |nStock, short Price,
string Distributor, string UPC);

voi d Display();

private:
short m. | nStock;
short mPri ce;
string m Nane;
string mDistributor;
string m UPC,
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"
#include "itenl. h"

St ockl tem : St ockl tem()

m Nane(), mlInStock(0), mPrice(0), mDistributor(),
{
}

Stockltem : Stockltem(string Nane, short |nStock,
short Price, string Distributor, string UPC)
m Nanme(Nane), mlnStock(lInStock), mPrice(Price),
m Di stributor(Distributor), m UPC(UPC)

{

}

void Stockltem: Display()

{
cout << "Nane: ";
cout << m Name << endl;
cout << "Nunber in stock: ";
cout << mlInStock << endl;
cout << "Price: ";
cout << mPrice << endl;
cout << "Distributor: ";
cout << mDistributor << endl;
cout << "UPC. ";
cout << m UPC << endl;

}
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#i ncl ude "vector.h"

class Inventory

{
publi c:
I nventory();

short Loadl nventory(ifstream& | nputStrean;

/1 the follow ng function was added for inventory update
voi d Storelnventory(ofstream& Qut put Stream;

Stockltem Findlten(string UPC);
bool Updateltem(Stockltemltem;

private:
vect or <St ockl t e m St ock;
short m St ockCount;

}s
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "vector.h"

#i ncl ude "string6. h"

#include "itenb. h"

#i ncl ude "invent2. h"

I nventory::lnventory()
m St ock (vector<Stockltem(100)),
m_St ockCount ( 0)

{

}

short Inventory::Loadl nventory(ifstream& | nput Stream

{

short i;

for (i =0; i <100; i ++)
{
m St ock[i]. Read(l nput Stream;
if (InputStreamfail() '= 0)
br eak;
}

m St ockCount = i;
return m St ockCount;

}

Stockltem I nventory::Findlten(string UPC
{

short i;
bool Found = fal se;

for (i =0; i < mStockCount; i ++)

{
if (mStock[i].GetUPC() == UPQC)
{
Found = true;
br eak;
}
}

if (Found == true)
return mStock[i];

return Stockltem();
}

bool Inventory::Updatelten(StockltemItem

{
string UPC = |Item Get UPC();

short i;
bool Found = true;

for (i = 0; i < mStockCount; i ++)
{
if (mStock[i].GetUPC() == UPQC)
{
Found = true;
br eak;
}
}
if (Found == true)
m Stock[i] = Item

return Found;
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}

[/ function added for inventory update
void I nventory:: Storelnventory(of stream& Qut put St ream

{

short i;

for (i =0; i < mStockCount; i ++)
m Stock[i].Wite(QutputStrean;
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#i ncl ude "vector.h"

class Inventory

{
publi c:
I nventory();
short Loadl nventory(ifstream& | nputStrean;
Stockltem Findlten(string UPC);
bool Updateltem(Stockltemltem;
private:
vect or <St ockl t em> m St ock;
short m St ockCount;
H
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>
#i ncl ude "vector.h"

#i ncl ude "string6. h"

#include "itenb. h"

#i nclude "inventl. h"

I nventory::lnventory()
m St ock (vector<Stockltem(100)),
m_St ockCount ( 0)

{

}

short Inventory::Loadl nventory(ifstream& | nput Stream

{

short i;

for (i =0; i <100; i ++)
{
m St ock[i]. Read(l nput Stream;
if (InputStreamfail() '= 0)
br eak;
}

m St ockCount = i;
return m St ockCount;

}

Stockltem I nventory::Findlten(string UPC
{

short i;
bool Found = fal se;

for (i =0; i < mStockCount; i ++)

{
if (mStock[i].CheckUPC(UPC) == true)
{
Found = true;
br eak;
}
}

if (Found == true)
return mStock[i];

return Stockltem();
}

bool Inventory::Updatelten(StockltemItem

{
string UPC = |Item Get UPC();

short i;
bool Found = fal se;
for (i = 0; i < mStockCount; i ++)
{
if (mStock[i].CheckUPC(UPC) == true)
{
Found = true;
br eak;
}
}
if (Found == true)
m Stock[i] = Item

return Found;
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/1 gl obal variable, not explicitly initialized
short count;
#i ncl ude <i ostream h>

short ness()

{

short xyz;
xyz = 5;

return O;

}

short counter()

{

count ++;

cout << count << ;

return O;

}

int main()

{

short i;

for (i =0; i < 10; i ++4)
{

mess();
counter();

}

cout << endl;

return O;

}

http://www.steveheller.com/whos/code/initf.cc [2003-5-31 17:49:46]



http://www.steveheller.com/whos/code/inite.cc
/ /gl obal variable, explicitly initialized
short count = O;
#i ncl ude <i ostream h>

short ness()

{

short xyz;
xyz = 5;

return O;

}

short counter()

{

count ++;

cout << count << ;

return O;

}

int main()

{

short i;

for (i =0; i < 10; i ++4)
{

mess();
counter();

}

cout << endl;

return O;

}
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//static local variable, not explicitly initialized
#i ncl ude <i ostream h>

short ness()

{

short xyz;
Xyz = 5;

return O;

}

short counter()

{

static short count;

count ++;

cout << count << ;

return O;

}

int main()

{

short i;
for (i =0; i <10; i +4)
{

mess();
counter();

}

cout << endl;

return O;
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//static local variable, explicitly initialized
#i ncl ude <i ostream h>

short ness()

{

short xyz;
Xyz = 5;

return O;

}

short counter()

{

static short count = O;

count ++;

cout << count << ;

return O;

}

int main()

{

short i;
for (i =0; i <10; i +4)
{

mess();
counter();

}

cout << endl;

return O;
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//auto local variable, uninitialized
#i ncl ude <i ostream h>

short ness()

{

short xyz;
Xyz = 5;

return O;

}

short counter()

{

short count;

count ++;

cout << count << ;

return O;

}

int main()

{

short i;
for (i =0; i < 10; i ++4)
{

mess();
counter();

}

cout << endl;

return O;
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//auto local variable, initialized
#i ncl ude <i ostream h>

short ness()

{

short xyz;
Xyz = 5;

return O;

}

short counter()

{

short count = 0;

count ++;

cout << count << ;

return O;

}

int main()

{

short i;
for (i =0; i <10; i +4)
{

mess();
counter();

}

cout << endl;

return O;
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#i ncl ude <i ostream h>

short Average(short First, short Second)
{

short Result;
Result = (First + Second) / 2;

return Result;

int main()

short FirstWeight;
short SecondWei ght;
short FirstAge;
short SecondAge;
short AverageWi ght;
short AverageAge;

cout << "Please type in the first weight: ";
cin >> FirstWight;

cout << "Please type in the second weight: ";
cin >> SecondWi ght;

Aver ageWei ght = Average(FirstWight, SecondWi ght);

cout << "Please type in the first age: ";
cin >> FirstAge;

cout << "Please type in the second age: ";
cin >> SecondAge;

Aver ageAge = Average(FirstAge, SecondAge);

cout << "The average wei ght was:
cout << "The average age was: "

<< Aver ageWi ght << endl;
<< Aver ageAge << endl;

return O;
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Low. 1111111111

M ddl e: ABCDEFCGHI J
Al i as: ABCDEFGH J
Hi gh: mmopqrst 00
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#i ncl ude <i ostream h>

int main()

{
char Hi gh[ 10];
char M ddl e[ 10];
char Low 10];
char* Alias;
short i;

for (i =0; i < 10; i ++)
{
Mddle[i] ="'A +i;
Hgh[i] = "'0";
Low[i] ='1';
}

Alias = M ddl e;

for (i =10; i < 20; i ++)
{
Alias[i] ="'a" +i;
}
cout << "Low. ";
for (i =0; i <10; i ++)
cout << Lowi];

cout << endl;

cout << "M ddle: ";
for (i =0; i <10; i +4)
cout << Mddle[i];

cout << endl;

cout << "Alias: ";
for (i =0; i < 10; i ++4)
cout << Alias[i];

cout << endl:

cout << "High: ";
for (i =0; i <10; i ++)
cout << High[i];

cout << endl;
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#i ncl ude <i ostream h>
int main()

{

short x;
char vy;

X = 1;
y ="A;

cout << "On test #" << x << ", your mark is: " <<y << endl;

return O;
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#i ncl ude <i ostream h>
short count;

short counter()

{
count ++;
cout << count << " ";
return O;
}
int main()
{
short i;
for (i =0; i <10; i ++)
counter();
return O;
}
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#i ncl ude <i ostream h>
short count = O;

short counter()

{
count ++;
cout << count << " ";
return O;
}
int main()
{
short i;
for (i =0; i <10; i ++)
counter();
return O;
}
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#i ncl ude <i ostream h>

short counter()

{
static short count;
count ++;
cout << count << " ";
return O;
}
int main()
{
short i;
for (i =0; i <10; i ++)
counter();
return O;
}
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#i ncl ude <i ostream h>

short counter()

{
static short count = O;
count ++;
cout << count << " ";
return O;
}
int main()
{
short i;
for (i =0; i <10; i ++)
counter();
return O;
}
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#i ncl ude <i ostream h>

short counter()

{
short count;
count ++;
cout << count << " ";
return O;
}
int main()
{
short i;
for (i =0; i <10; i ++)
counter();
return O;
}
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#i ncl ude <i ostream h>

short counter()

{
short count = O;
count ++;
cout << count << " ";
return O;
}
int main()
{
short i;
for (i =0; i <10; i ++)
counter();
return O;
}
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[*TI TLE comon header file*/

[****keyword-flag*** "W 9% 9" */
[* "1 7-May-96, 0: 15: 02 COWON. H' */

[****revision-history***x/
/*1 COMMON. H 7- May- 96, 0: 15: 02 As of MAI NPT
[****revision-history***x/

#i f ndef COMMON_H
#def i ne COVMMON_H

#include <limts. h>
#i ncl ude <string. h>
#i ncl ude <stdlib. h>
#i ncl ude <stdi o. h>
#i ncl ude <i ostream h>

#define mn(a,b) (((a) < (b)) ? (a) : (b))

#defi ne TRUE 1
#defi ne FALSE O

typedef unsigned short Arrayl ndex;
typedef unsigned | ong U ong;
typedef U ong Account Numnber ;

#i ncl ude "wassert.h"
#i ncl ude "vector. h"

#endi f
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basi c00. cc
basi c01. cc
basi c02. cc
basi c03. cc
basi c04. cc
basi c05. cc
basi c06. cc
basi c07. cc
basi c08. cc
basi c09. cc
bi rt hday. cc
calcl.cc
conmon. h
count 1. cc
count 2. cc
count 3. cc
count 4. cc
count 5. cc
count 6. cc
coutl.cc
dangchar. cc
funcl. cc
inita.cc
inith.cc
initc.cc
initd.cc
inite.cc
initf.cc
invent 1. cc
inventl.h

i nvent 2. cc
invent2.h
itenl. cc
iteml. h
itenR.cc
itenR. h
itemd. cc
itemd. h
itenb. cc
itenb. h
itenb. cc
itenb. h
itentstl. cc
itentst2. cc
itentst3.cc
itentst4. cc
itentst5. cc
itentst6.cc
nknor m bat
nor bas00. cc
nor bas01. cc
nor bas02. cc
nor bas03. cc
nor bas04. cc
nof unc. cc
punpl. cc
punpla. cc
punp?2. cc
scopcl as. cc
strcnp. cc
strexl. cc
strex2.cc
strex3. cc
strexb. cc
strex6. cc
stringl.cc
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stringl.h
string3.cc
string3.h
string4.cc
string4.h
stringb. cc
string5.h
stringba. cc
string5x. cc
stringby. cc
string6.cc
string6. h
strsortl.cc
strtstl.cc
strtst3.cc
strtst3a. cc
strtst4.cc
strtst5.cc
strtstb5a.cc
strtst5x.cc
testpare.cc
vectl.cc
vect 2. cc
vect 2a. cc
vect 3. cc
vector. h
wassert.cc
wassert. h
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al | code. bat
basi c00. cc
basi c01. cc
basi c02. cc
basi c03. cc
basi c04. cc
basi c05. cc
basi c06. cc
basi c07. cc
basi c08. cc
basi c09. cc
bi rt hday. cc
calcl.cc
common. h
copyar ch. bat
copyexe. bat
copysanp. bat
count 1. cc
count 2. cc
count 3. cc
count 4. cc
count 5. cc
count 6. cc
coutl.cc
dangchar. cc
funcl. cc

nita.cc

inith.cc
initc.cc
initd.cc
inite.cc

nitf.cc

invent 1. cc
inventl.h
i nvent 2. cc
invent2.h

tenml. cc
teml. h
tent. cc
ten?. h
temd. cc
temd. h
tenb. cc
tenb. h
tenb. cc
tenb. h
tentstl. cc
temst2. cc
temt st 3. cc
tentst4.cc
tentst5. cc
temst6. cc

nkal | nr. bat
nkal | nru. bat
nknor e. bat

nknor eu. bat
nknor m bat

nknor nu. bat
nmkt enp. bat

nmkt enpu. bat
nor bas00. cc
nor bas01. cc
nor bas02. cc
nor bas03. cc
nor bas04. cc
nof unc. cc
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punpl. cc
punpla. cc
punp?2. cc
scopcl as. cc
strcnp. cc
strexl. cc
strex2.cc
strex3. cc
strexb. cc
strex6. cc
stringl.cc
stringl.h
string3.cc
string3.h
string4.cc
string4.h
stringb. cc
string5.h
stringba. cc
string5x. cc
stringby. cc
string6.cc
string6. h
strsortl.cc
strtstl.cc
strtst3.cc
strtst3a. cc
strtst4.cc
strtst5.cc
strtstb5a.cc
strtst5x.cc
t enp. bat
testpare.cc
vectl.cc
vect 2. cc
vect 2a. cc
vect 3. cc
vector. h
wassert.cc
wassert. h
whoscode. bat
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The value of j in Calc is: O
The value of j in main is: 12
The value of j in Calc is: 5
The value of j in main is: 23
The value of j in Calc is: 16
The value of j in main is: 40
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#i ncl ude <i ostream h>
short i;

short Cal c(short x, short y)
{

static short j = O;
cout << "The value of j in Calc is: " << j << endl;

i ++;

j =x+y +j;

return j;

}

int main()

{

short j;

for (i =0; i <5; i ++)
{
j =Calc(i +5, i *2) +7,
cout << "The value of j in main is:

}

return O;

<< j << endl;
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#i ncl ude <i ostream h>
#i ncl ude <fstream h>

short Birthday(short age)
{

age ++;
return age;

}

int main()
{
short x;
short v;

X = 46;
y Bi rt hday(x) ;

of stream prout ("Il pt1");

prout << "Your age was: << X << endl;
prout << "Happy Birthday: your age is now " <<y << endl;
prout << '"\f' << endl;

prout. cl ose();

return O;
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#i ncl ude <i ostream h>

short Birthday(short age)
{

age ++;
return age;

}

int main()
{
short x;
short v;

X = 46;
y Bi rt hday(x) ;

cout << "Your age was: << x << endl;
cout << "Happy Birthday: your age is now" <<y << endl;

return O;
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"

int main()

{

short x;

cout
cout

cout
cout

cout

<<
<<

<<
<<

<<

"El ena can i ncrease her $10 al |l owance each week
"by addi ng new chores.

"For every extra chore El ena does,
"anot her dollar.'

<< endl

’

" << endl;

she gets

"How many extra chores were done? " << endl;
cin >> x;

if (x==0)

{

cout
cout

}

el se

{

cout
cout

}

<<
<<

<<
<<

return O;
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"There is no extra all owance for
"this week. " << endl

"El ena will

now earn
dollars this week."

’

<< 10 + x;
<< endl;

El ena

’

’

’
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"

int main()

string answer;
cout << "Please respond to the follow ng statenent ";
cout << "with either true or fal se\n";
cout << "Susan is the world' s nobst tenacious novice.\n";
cin >> answer;
if (answer !'= "true")

if (answer != "fal se")

cout << "Pl ease answer with either true or false.";

if (answer == "true")

cout << "Your answer is correct\n";
if (answer == "fal se")

cout << "Your answer is erroneous\n";
return O;
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"

int main()
{
string nane;
short age;
cout << "What is your nane? ";
cin >> nane;
cout << "Thank you, " << nane << endl;
cout << "What is your age? ";
cin >> age;
if (age < 47)
cout << "My, what a youngster!" << endl;
el se
cout << "Hi, Granny!" << endl;
return O,
}
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#i ncl ude <i ostream h>

int main()

{

short n;

cout << "Excluding yourself, please type the ";

cout << "nunber of guests in your dinner party.\n";

cin >> n;
if (n>20)
cout << "Sorry, your party is too large. ";

el se
cout << "Atable for " << n+l << " is ready.

return O;
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’
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#i ncl ude <i ostream h>

int main()

{

short n;

cout << "Please type in the nunber of guests ";

cout << "of your dinner party. ";
cin >> n;

cout << "A table for " << n+l << "is ready. ";

return O;
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#i ncl ude <i ostream h>

int main()

{
short Secret;

short Quess;
Secret = 3;

cout << "Try and guess nmy nunber. Hint: It's fromO to 9" << endl;
cin >> @uess;

while (CGuess !'= Secret)
{

cout << "Sorry, that's not correct.
cin >> Quess;

}

cout << "You guessed right!" << endl;

<< endl ;

return O;
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#i ncl ude <i ostream h>

int main()
{
short bal ance;
cout << "Please enter your bank bal ance: ";
cin >> bal ance;
i f (balance < 10000)
cout << "Please remt $20 service charge." << endl
el se
cout << "Have a nice day!" << endl;
return O;
}
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"

int main()

{
string si;
string s2;

cin >> sl;
cin >> s2;

cout << sli;
cout << " ",
cout << s2;

return O;
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#i ncl ude <i ostream h>
#i ncl ude "string6. h"

int main()
{
string si;
string s2;
sl ="This is a test ";
s2 = "and so is this.";

cout << si;
cout << s2;

return O;
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#i ncl ude "string6. h"

int main()
{
char c1;
char c¢2;
string si;
string s2;
cl ="A;
c2 = cl;
sl ="This is a test ";
s2 = "and so is this.";
return O;
}

http://www.steveheller.com/whos/code/basic00.cc [2003-5-31 17:50:20]
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#i ncl ude <i ostream h>

int main()

{
short FirstAge;
short SecondAge;
short Result;

cout << "Please enter the first age: ";
cin >> FirstAge;

cout << "Please enter the second age: ";
cin >> SecondAge;

if (FirstAge > SecondAge)

Result = FirstAge - SecondAge;
el se

Result = SecondAge - FirstAge;

cout << "The difference in ages is: " << Result;
return O,

http://www.steveheller.com/whos/code/ages.cc [2003-5-31 17:50:21]
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Oneday last March | found myself reading this little message on my computer monitor:
[#. 288196 S10/Have Y ou Heard?]
[25-Mar-95 20:34:55]
[Sh: Readers for my new book]
[Fm: Steve Heller 71101,1702]
[To: all]
Hi!

I'm looking for some readers for a book I'm working on, which teaches people how to
program, using C++ as the language. Theideal candidate is someone who wants to
learn how to program, but has little or no knowledge or experience in programming. |
can't pay anything, but participants will learn how to program, and will be
acknowledged in the book, as well as getting an autographed copy. If you're interested,
please reply by e-mail.

Steve

As | considered my response to this message | felt alittle trepidation for what was to come. | have
only known one profession: nursing. | had owned and used a computer for only alittle over two years
at the time and thought DOS was too difficult to understand. Not only had | no prior knowledge of
programming, | had very little knowledge of computersin general. Y et, what knowledge | did have of
the computer fed my curiosity for more, and as my love of the computer grew, it soon was apparent |
had no choice. | replied by e-mail.

Evidently | was considered an ideal candidate as | did not wait long for acceptance as a test reader. |
then embarked upon a project that | thought would last afew weeks to afew months. It was my
expectation that | would read a chapter at atime, submit afew comments occasionally and nothing
more. Never in my wildest dreamswould | have ever expected that | would end up reading every page
of this book with utmost attention to detail, leaving no word unturned, no concept overlooked, no hair
on my head left unpulled for the next nine months of my life. But, if we were going to make this book
as clear as possible for anyone who wanted to read it, there was no other way.

The process of writing this book was an enormous effort on both our parts. Neither Steve nor | could
have ever imagined the type of dialogue that would ensue. It just happened; as | asked the questions,
he answered the questions and | asked again. The exchange would continue until we were both
satisfied that | "had it". When that happened, Steve knew the right wording for the book, and | could
move on to the next concept. It was an experience like no other in my life. It was atime filled with
confusion, frustration, anger, acceptance, understanding, and joy. The process often gave cause for
othersto question my motivation for doing it. Admittedly, at times my frustration was such that |
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wanted to give up. But it was my mountain, and | had to climb it. | would not accept defeat.

The material was not the only source of my frustration. There was the inherent difficulty that Steve
and | had in keeping communication flowing and speaking the same language. We found we had very
different writing styles which added another obstacle to our undertaking. He, the ultimate
professional, and I, the incorrigible misfit, finally managed a happy medium. We corresponded on a
daily basis aimost exclusively in e-mail. Through that medium it was our challenge to get into each
other's minds. He had to learn how | thought and | had to learn how he thought, not an easy task for an
"expert" and a"novice" who weretotal strangers.

What you are about to read is the refinement of the writings of the mind of a geniusfiltered through
the mind of anovice. Ideally, the result of this combination has produced the best possible
information written in the most understandable form. The book as you seeiit is considerably different
from the original version, as aresult of thisfiltering process. For that same reason, it is also different
from any other book of its kind. To our knowledge, thisisthe first time that someone with no
previous background in programming has been enlisted in the creation of such abook. Of coursg, it
took tutoring, but that tutoring is what led to the ssimplification of the text so that future novices could
enjoy arelatively painfree reading experience.

During the first few months of this process, | had to take it on faith that somehow all of this material
would eventually make sense. But late one quiet night while first reading about object-oriented
programming, (the creation of "classes") | was abruptly shaken by the most incredible feeling. | was
held spellbound for afew moments, | gasped and was gripped with the sudden realization and awe of
the profound beauty of the code. | had finally caught a glimpse of what programming was really all
about. This experience later led me to write the following quotation to my sister:

Programming is SOOOO gorgeous. So fine, so delicate. It is so beautifully spun with
silk threads, tiny and intricate. Yet like silk it can be strong and powerful, it al depends
on how you useit.

At last, | had "gotten it". Within these pages the beauty lies dormant waiting for those who embark on
the task of learning, to be viewed only when the work has been done and the mountain scaled. It isan
exquisite panorama and a most worthy journey.

Comment on this book!

I'm very pleased to announce the publication of a new one-volume
version of my two Who's Afraid of C++? books, under the title of
Learning to Program in C++. You can order this book directly from
me for only $44.95, including free book rate shipping in the
continental USA, by clicking here.
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Argh! Another "Programming for Dummies' book! | have to admit that when Steve Heller prevailed
upon me to read his manuscript and prepare aforeword for this book, | had serious misgivings. Steve
is atalented, articulate fellow, and I've enjoyed corresponding with him on the Internet for the past
few years -- ever since he gleefully pointed out in one of his earlier books (Efficient C/C++
Programming) that | had made the outrageously shortsighted comment in my 1975 textbook,
Techniques of Program Structure and Design, that "unless you're very rich or very eccentric, you'll
never have the luxury of owning your own computer.”

Still, | dreaded the task of reading his entry-level programming book: almost every one I've read
during my career has either been deadly boring, or childishly condescending, or both. Imagine my
surprise, then, when | discovered that Who's Afraid of C++? was not only a good book, but an
exciting one. Because I'm writing these words in mid-February 1996, you won't be impressed when |
tell you that it's the best computer book that I've read in 1996 -- so let me put it more strongly: thisis
the best technical book I've read since Zen and the Art of Motorcycle Maintenance appeared in the
mid-1970s.

Before | explain this rather bizarre analogy, let me address the central theme of Who's Afraid of
C++?: learning a new programming language. Anyone who has gone through this process knows that
itisn't easy. True, there are languages like LOGO and Basic that can be taught to novices within short
periods of time; one of my most enjoyable experiences in the computer field was teaching LOGO to a
group of 6- and 7- year old children during a two-week summer class on Fire Island. But languages
like C++ -- the subject of this book -- are far more difficult, not only for novices but for veterans of
other programming languages. Ask any COBOL programmer whether he found it difficult to absorb
the intricate syntax and arcane vocabulary of C++ and you're likely to get a groan.

But for many of us, C++ has become a prerequisite to continued employment in the software industry.
Groan though they may, more and more COBOL programmers are making the transition -- for the
simple reason that mainframe applications are being replaced by PC and client-server apps, and alot
of them are written in C++. Even if the main part of an application iswritten in asimpler language
like Visual Basic, it'slikely that some portions (e.g., the VBX components) will have to be
programmed in C or C++. | often joke that C++ is the assembly language of the 90s, but | sometimes
forget to remind my friends that assembly language was the first language | learned, and | would have
been very nervous trying to program in any higher-level language if | didn't have a good idea of what
was going on at the level of hardware registers and memory addresses.

Does this mean that all of today's veteran programmers will be required to learn C++? Well, perhaps
not: after all, vast numbers of programmers have managed to make a comfortable living by creating
applications in high-level languages without really understanding what was going on "under the
covers." Judging from the employment ads in the newspapers, you can get a job today if you speak
Visual Basic, PowerBuilder, or Smalltalk; but your odds of getting (or keeping) a programming job
are usually much better if you also know C++. And for the beleaguered COBOL programmer, that's a
key point to remember: whether it's fair or not, languages like Visual Basic are often regarded as
"toys’, while C++ isconsidered a"serious' language for building industrial-strength applications.

| got an inkling of the nature of this sea-change in programming languagesin late 1995, at a panel
session discussing IBM's newly-released version of object-oriented COBOL. It's an exciting, powerful
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new language, and | think that one could make a strong argument that OO-COBOL isamore logical
migration path for today's legacy COBOL programmers and vintage-1972 application programs than
any other alternative. Nevertheless, when | asked the audience of some 100 people -- all of whom
were COBOL fans of one kind or another -- whether they would advise their children to learn
COBOL if their children intended to pursue a programming profession, less than 5 percent raised their
hands. | didn't have the opportunity to see how many would have recommended C++, but I'm virtually
certain the number of raised hands would have been far higher.

In mid-1995, another reason for learning C++ appeared on the horizon without any advance warning:
the introduction of Sun Microsystems "Java' language. Unless you've been living in a cave for the
past few years, you know about the frenzy surrounding all aspects of the Internet and the World Wide
Web; and you may have heard about Java as the language that promises to bring "live content” to Web
pages. As | write this foreword, it's too early to tell whether Javareally will revolutionize the Internet
to the degree promised by its supporters, but there is one thing for sure: Javais mostly a subset of
C++, and if you've learned C++, learning Java will be much easier.

On the other hand, that raises an interesting question: why not learn Java first, and just forget about
C++?It's similar to the argument one often hears about the relationship between C and C++.
Presumably, it'salot easier for an experienced C programmer to learn the additional syntax of C++,
though the object-oriented paradigm supported by C++ typically requires agreat deal of "un-
learning”. Similarly, one can assume that an existing knowledge of C++ will make it easier to learn
Java -- but since one of the most important aspects of Javaiswhat it eliminates from the C++
language (e.g., pointers), there is a certain amount of un-learning required here as well.

All of thisis particularly relevant for the novice programmer, who typically has no prior programming
experience, and who barely has the time and patience to learn one language, let alone two or three. If
we knew that we were going to be developing all of our applications to operate on the World Wide
Web, and if we knew for certain that Sun would be able to withstand the onslaught of Microsoft and
its Internet-friendly version of Visual Basic, maybe we could recommend to the novice that she skip C
and C++ and just focus on Java ... or, following the lead of Netscape, perhaps learn only the "Java-
lite" language known as JavaScript.

But we need areality check here. For the time being, it's safe to assume that there will be alot of
programs that do not run on the Web. As of late 1995, the number of personal computers was
estimated to be in the range of 200-300 million worldwide, but the number of Internet users has been
pegged at the far lower figure of 30 million. Each of the 300 million PCsis a candidate for C++
programming (not to mention all the mainframes and mid-size machines). Asfor the Internet: well, if
you express the number of Internet users as a fraction of the human race, it still rounds to zero. In any
case, if Java does become a dominant language in the next few years, I'm confident that Steve Heller
will be able to produce a modified version of Who's Afraid of C++? with the same dramatic
success.Author's note: By atremendous coincidence, | indeed have written a book called Who's Afraid
of Java?, which is available at finer bokstores everywhere. None of this explains why an utter novice
who does not intend to become a professional computer programmer should necessarily learn to
program in C++, or why she should learn to program in any language. There has been a great deal of
debate about this since PCsfirst invaded the mainstream of society a dozen years ago; colleges, high
schools, and even some elementary schools have adopted -- and then sometimes abandoned -- a policy
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that students should learn computer programming for the same reason they learn biology or chemistry
or geometry. Indeed, one could argue that the odds are far better that you'll need to write a small
computer program (or at least have a decent understanding of the logic behind an existing program) in
your day-to-day life than that you'll have to prove the Pythagorean Theorem or dissect afrog or recite
the chemical composition of aspirin.

But I'm not going to pursue this argument; after 30+ yearsin the software industry, I'm biased, and |
suspect that professional educators are equally biased. And it really doesn't matter; regardless of the
opinion of advocates and opponents of compulsory programming courses, the practical reality for the
adults or college students who are the likely readers of this book isthat it's a personal choice. And this
isakey point: quite aside from the technical intricacies of syntax and structure, learning a
programming language is an intensely personal experience. It's often agonizing, it's sometimes tedious
(especidly if you don't have the proper tools!), and it's occasionally fun. On very rare occasions --
perhaps only once a year, and sometimes only once or twice in one's career -- it's more than fun: it's
exhilarating, it'sarush, it's a shot of pure adrenaline. For some, it's almost areligious experience. And
religious experiences, no matter how much we talk about them or write about them, are ultimately
personal experiences. In the case of programming, that personal experienceis also solitary in most
cases, for it occurs at 3 in the morning when you're exhausted and frazzled and at your wit's end, and
about to give up -- and the program you've been sweating over finally gets up on its hind legs and
runs.

It's the personal nature of the programming experience that makes this book such an unexpected and
powerful masterpiece. Asyou'll see from the outset, it was not a solitary experience, but an ongoing
dialogue between mentor and student -- not a make-believe student, but areal one. Perhapsit's abit
unfair comparing Who's Afraid of C++? to Robert Pirsig's Zen and the Art of Motorcycle
Maintenance, for Mr. Heller and his student appear not to have suffered the same degree of psychic
trauma as the charactersin Mr. Pirsig's book. But the personal dramais intense nonetheless, and it
would be interesting to read even if you had no interest in the technical subject matter. Assuming that
you do intend to learn C++, the dialogue between the teacher and his often-frustrated student will suck
you into a deeper level of involvement and participation than would ever have been possiblein a
normal "programming for dummies' book.

For those devoid of any emotion or interest in personal relationships, it's possible to skip over this part
of the book and focus entirely on the technical stuff. It'sall there, and it's all accurate, and it's all well-
written. But there are other computer books of that ilk (even though very few at the introductory
level), and the problem is that your mind begins to wander, about halfway through each chapter; by
the end of the chapter, you can't even remember what the topic was. Such afate isnot likely with this
book.

One last note: everything I've written here identifies Steve Heller as the sole author of Who's Afraid of
C++7. But his student, Susan, is definitely more than a student; by the end of the book, she has
become afull-fledged collaborator and approaches the status of co-author. | congratul ate Steve for
having written a superb piece of technical work, but | have some personal words of admiration for
Susan: | offer you my congratulations for having the energy, the intellect, the tenacity, and the passion
to bring this collaboration to its fruition. You did a helluvajob -- and it promises to be along
collaboration indeed, stretching far beyond the final page of the book. As my friendsin New Y ork
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City often like to say about such developments, Mazel tov!
Ed Yourdon
New York City

February 1996
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Introduction to Programming

"Begin at the beginning, and go on till you come to the end: then stop." This method of telling a story
Is as good today as it was when the King of Hearts prescribed it to the White Rabbit. In this book, we
must begin with you, the reader, since my job isto explain atechnical subject to you. It might appear
that I'm at a severe disadvantage; after all, I've never met you.

Nevertheless, | can make some pretty good guesses about you. Y ou almost certainly own a computer
and know how to use its most common application, word processing. If you use the computer in
business, you probably also have an acquaintance with spreadsheets and perhaps some database
experience as well. Now you have decided to learn how to program the computer yourself rather than
relying completely on programs written by others. On the other hand, you might be a student using
this book as atext in an introductory course on programming. In that case, you'll be happy to know
that this book isn't written in the dry, overly academic style employed by many textbook writers. |
hope that you will enjoy reading it, as my "test readers' have.

Whether you are using this book on your own or in school, there are many good reasons to learn how
to program. Y ou may have a problem that hasn't been solved by commercial software; you may want
a better understanding of how commercial programs function so you can figure out how to get around
their shortcomings and peculiarities; or perhaps you're just curious about how computers perform their
seemingly magical feats. Whatever the initial reason, | hope you come to appreciate the great creative
possibilities opened up by this most ubiquitous of modern inventions.1 Before we begin, however, we
should agree on definitions for some fundamental words in the computing field. Susan had some
Incisive observations about the power of words. Here is our exchange on that issue:

Susan: | will read something usually at face value, but often there is much moreto it;
that iswhy | don't get it. Then, when | go back and really think about what those words
mean, it will make more sense. This book almost needs to be written in ALL CAPSto
get the novice to pay closer attention to each and every word.

Steve: IMAGINE WRITING A BOOK IN ALL CAPSI THAT WOULD BE VERY
DIFFICULT TO READ, DON'T YOU THINK?

Many of the technical words used in this book are in the Glossary at the end of the book; it isalso
very helpful to have a good technical dictionary of computer terms, as well as a good general
dictionary of English.

Of course, you may not be able to remember al of these technical definitions the first time through. If
you can't recall the exact meaning of one of these terms, just look up the word or phrase in the index,
and it will direct you to the page where the definition is stated. Y ou could aso look in the Glossary, at
the end of the book. Definitions of key technical terms are listed there in alphabetical order.

Before we continue, let's check in again with Susan. The following is from her first letter to me about
the contents of this book:
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Susan: | like the one-on-one feel of your text, like you are just talking to me. Now, you
did make afew references to how simple some things were (which ?) | didn't catch on
to, so it kinda made me feel | was not too bright for not seeing how apparently simple
those things were. . . .

| think maybe it would have been helpful if you could have stated from the onset of this
book just what direction you were taking, at least chapter by chapter. | would have liked
to have seen agoal stated or aleast a summary of objectives from the beginning. | often
would have the feeling | was just suddenly thrown into something as | was reading
along. Also (maybe you should call this C++ for Dummies, or isthat taken already?)2,
you might even define what programming is! What a concept! Because it did occur to
me that since | have never seen it done, or alanguage or anything, | really don't know
what programming is! | just knew it was something that nerds do.

Susan's wish ismy command, so | have provided alist of objectives at the beginning of each chapter
after this one. I've also fulfilled her request for a definition of some programming terms, starting as
follows:

Analgorithm isaset of precisely defined steps to calculate an answer to a problem or set of
problems, which is guaranteed to arrive at such an answer eventually. Asthisimplies, a set of steps
that might never end is not an algorithm.

Programming is the art and science of solving problems by the following procedure:3

1. Find or invent ageneral solution to aclass of problems.

2. Expressthis solution as an algorithm or set of algorithms.

3. Translate the algorithm(s) into terms so simple that a stupid machine like a computer can
follow them to calculate the specific answer for any specific problem in the class.

At thispoint, let's see what Susan had to say about the above definition and my response:

Susan: Very descriptive. How about this definition: "Programming is the process of
being creative using the tools of science such as incremental problem solving to make a
stupid computer do what you want it to"? That | understand!

Y our definitionisjust fine. A definition has to be concise and descriptive and that you
have done and covered al the bases. But you know what is lacking? An example of
what it looks like. Maybe just alittle statement that really 10ooks bizarre to me and then
say that by the end of the chapter you will actually know what this stuff really means!
Sort of like acoming attraction type of thing.

Steve: | understand the idea of trying to draw the reader into the "game". However, |
think that presenting a bunch of apparent gibberish with no warning could frighten
readers as easily as it might intrigue them. | think it's better to delay showing examples
until they have some background.
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Now let's return to our list of definitions:

Hardwar erefers to the physical components of a computer, the ones you can touch. Examples
include the keyboard, the monitor, the printer.

Softwar e refers to the other, nonphysical components of a computer, the ones you cannot touch. If
you can install it on your hard disk, it's software. Examples include a spreadsheet, a word processor, a
database program.

Sour ce code isa program in aform suitable for reading and writing by a human being.

An executable program (or just an executable, for short) is aprogram in aform suitable for running
on a computer.

Object codeisaprogram in aform suitable for incorporation into an executable program.

Compilation isthe process of trandating source code into object code. Almost al of the software on
your computer was created by this process.

A compiler isaprogram that performs compilation as defined above.

How to Write a Program

Now you have a definition of programming. Unfortunately, however, this doesn't tell you how to write
aprogram. The process of solving a problem by programming in C++ follows these steps:4

. Problem: After discussions between the user and the programmer, the programmer defines the
problem precisely.

. Algorithms. The programmer finds or creates algorithms that will solve the problem.

« C++: The programmer implements these algorithms as source code in C++.

. Executable: The programmer runs the C++ compiler, which must already be present on the
programmer's machine, to translate the source code into an executable program.

. Hardware: The user runs the resulting executable program on a computer.

These steps advance from the most abstract to the most concrete, which is perfectly appropriate for an
experienced C++ programmer. However, if you're using this book to learn how to program in C++,
obviously you're not an experienced C++ programmer, so before you can follow this path to solving a
problem you're going to need afairly thorough grounding in all of these steps. It's not really feasible
to discuss each step exhaustively before going to the next one, so I've created alittle "step indicator"
that you'll see on each page of the text, with the currently active step shown in bold. For example,
when we're discussing algorithms, the indicator will display the word Algorithmsin bold.

The five steps of thisindicator correspond to the five steps in problem solving just defined. | hope this
device will make it easier for you to follow the sometimes tortuous path to programming knowledge.
Let's see what Susan thinks of it:
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Susan: With all the new concepts and all the new language and terms, it is so hard to
know what one thing has to do with the other and where things are supposed to fit into
the big picture. With the key, you can see how these things all fit aslogical stepsto an
end. Now, | know it isn't going to be easy, but at least | know what my destination is
before | board the plane. Anyway, you have to understand; for someone like me, thisis
an enormous amount of new material to be introduced to all at once. When you are
bombarded with so many new terms and so many abstract concepts, it isalittle hard to
sort out what iswhat. Will you have guidelines for each of the steps? Since | know a
little about this already, the more | look at the steps, | just know that what is coming is
going to be abig deal. For example, take step 1: you have to give the ingredients for
properly defining a problem. If something is left out, then everything that follows won't
work.

Steve: | hope you won't find it that frustrating, because | explain all of the steps
carefully as| do them. Of course, it's possible that | haven't been careful enough, but in
that case you can let me know and I'll explain it further.

Unfortunately, it's not possible for me to provide athorough guide to al of those steps,
as that would be a series of books in itself. However, there's awonderful small book
called How to Solve It by G. Polya, that you should be able to get at your local library.
It was written to help students solve geometry problems, but the techniques are
applicable in areas other than geometry. I'm going to recommend that readers of my
book read it if they have any trouble with general problem solving.

The steps for solving a problem via programming might sound reasonable in the abstract, but that
doesn't mean that you can follow them easily without practice. Assuming that you already have a
pretty good idea of what the problem is that you're trying to solve, the Algorithms step islikely to be
the biggest stumbling block. Therefore, it might be very helpful to go into that step in a bit more
detail.

Baby Steps

If we already understand the problem we're going to solve, the next step isto figure out a plan of
attack, which we will then break down into small enough stepsto be expressed in C++. Thisiscalled
stepwise refinement, since we start out with a"coarse" solution and refine it until the steps are within
the capability of the C++ language. For a complex problem, this may take several intermediate steps,
but let's start out with a simple example. Say that we want to know how much older one person is than
another. We might start with the following general outline:

1. Get agesfrom user.
2. Cdculate difference of ages.
3. Print the result.

This can in turn be broken down further as follows:
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1. Get agesfrom user.

1. Ask user for first age.

2. Ask user for second age.
2. Subtract second age from first age.
3. Print result.

This looks okay, except that if the first person is younger than the second one, then the result will be
negative. That may be acceptable. If so, we're just about done, since these steps are simple enough for
us to translate them into C++ fairly directly. Otherwise, we'll have to modify our program to do
something different depending on which age is higher. For example,

1. Get agesfrom user.
1. Ask user for first age.
2. Ask user for second age.
2. Compute difference of ages.
1. If first ageis greater than second, subtract second age from first age.
2. Otherwise, subtract first age from second age.
3. Print result.

Y ou've probably noticed that thisis a much more detailed description than would be needed to tell a
human being what you want to do. That's because the computer is extremely stupid and literal: it does
only what you tell it to do, not what you meant to tell it to do. Unfortunately, it's very easy to get one
of the steps wrong, especially in acomplex program. In that case, the computer will do something
ridiculous, and you'll have to figure out what you did wrong. This "debugging”, asit's called, is one of
the hardest parts of programming. Actually, it shouldn't be too difficult to understand why that isthe
case. After all, you're looking for a mistake you've made yourself. If you knew exactly what you were
doing, you wouldn't have made the mistake in the first place.

| hope that this brief discussion has made the process of programming alittle less mysterious. In the
final analysis, it's basically just logical thinking.2

On with the Show

Now that you have some idea how programming works, it's time to see exactly how the computer
actually performs the stepsin a program, which is the topic of Chapter hardware.htm.

Footnhotes

1. Of coursg, it's also possible that you aready know how to program in another language and are
using this book to learn how to do so in C++. If so, you'll have a head start; | hope that you'll
learn enough to make it worth your while to wade through some material you aready know.

2. Asit happens, that title isindeed taken. However, I'm not sure it's been applied appropriately,
since the book with that title assumes previous knowledge of C! What that says about C
programmers is better |eft to the imagination.

3. Thisdefinition is possibly somewhat misleading since it implies that the development of a
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program is straightforward and linear, with no revisions required. Thisis known asthe
"waterfall model" of programming, since water going over awaterfall follows a preordained
course in one direction. However, real-life programming doesn't usually work this way; rather,
most programs are written in an incremental process as assumptions are changed and errors are
found and corrected.

4. Thisdescriptionisactually abit oversimplified, aswe'll see in the discussion of linking in a
later chapter.

5. Of course, the word just in this sentence is a bit misleading; taking logical thinking for granted
iIsasure recipe for trouble.

Comment on this book!

I'm very pleased to announce the publication of a new one-volume
version of my two Who's Afraid of C++? books, under the title of
Learning to Program in C++. You can order this book directly from
me for only $44.95, including free book rate shipping in the
continental USA, by clicking here.
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Getting Started

Like any complex tool, the computer can be understood on severa levels. For example, it's entirely
possible to learn to drive an automobile without having the slightest idea of how it works. The
analogy with computersisthat it's relatively easy to learn how to use a word processor without having
any notion of how such programs work. On the other hand, programming is much more closely
analogous to designing an automobile than it is to driving one; therefore, we're going to haveto go
into some detail about the internal workings of a computer, not at the level of electronic components,
but at the lowest level accessible to a programmer. Thisis abook on learning to program in C++, not
on how a computer works.1 Therefore, it might seem better to start there and eliminate this detour, and
indeed many (perhaps most) books on C++ do exactly that. However, in working out in detail how I'm
going to explain C++ to you, I've come to the conclusion that it would be virtually impossible to
explain why certain features of the language exist and how they actually work, without your
understanding how they relate to the underlying computer hardware.

| haven't come to this position by pure logical deduction, either. In fact, I've worked backward from
the concepts that you will need to know to program in C++ to the specific underlying information that
you will have to understand first. I'm thinking in particular of one specific concept that is supposed to
be extremely difficult for a beginning programmer in C++ to grasp. With the approach we're taking,
you shouldn't have much trouble understanding this concept by the time you get to it in Chapter
string.htm; it's noted as such in the discussion there. I'd be interested to know how you find my
explanation there, given the background that you'll have by that point; don't hesitate to e-mail me
about thistopic (or any other, for that matter).2 On the other hand, if you're an experienced
programmer, alot of thiswill bejust review for you. Nonetheless, it can't hurt to go over the basics
one more time before diving into the ideas and techniques that make C++ different from other
languages.

Now let's begin with some definitions and objectives for this chapter.

Definitions

A digit is one of the characters used in any positional numbering system to represent all numbers
starting at 0 and ending at one |less than the base of the numbering system. In the decimal system,
there are ten digits, 0 through 9, and in the hexadecimal system there are sixteen digits, O through 9
and athrough f.

A binary number system is one that uses only two digits, 0 and 1.
A hexadecimal number system is one that uses 16 digits, 0-9 and a-f.

CPU isan abbreviation for Central Processing Unit. Thisisthe "active" part of your computer, which
executes all the machine instructions that make the computer do useful work.

A machineinstruction is one of the fundamental operations that a CPU can perform. Some examples
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of these operations are addition, subtraction, or other arithmetic operations; other possibilities include
operations that control what instruction will be executed next. All C++ programs must be converted
into machine instructions by a compiler before they can be executed by the CPU.

An assembly language program is the human-readabl e representation of a set of machine
instructions; each assembly language statement corresponds to one machine instruction. By contrast, a
C++ program consists of much higher-level operations which cannot be directly translated one-for-
one into machine instructions.

Objectives of This Chapter

By the end of this chapter, you should

1. Understand the programmer's view of the most important pieces of hardware in your computer.
2. Understand the programmer’s view of the most important pieces of software in your computer.
3. Be ableto solve ssimple problems using both the binary and hexadecimal number systems.

4. Understand how whole numbers are stored in the computer.

Behind the Curtain

First we'll need to expand on the definition of hardware. As noted earlier, hardware means the
physical components of a computer, the ones you can touch.3 Examples are the monitor, which
displays your document while you're working on it, the keyboard, the printer, and al of the interesting
electronic and electromechanical components inside the case of your computer.4 Right now, we're
concerned with the programmer's view of the hardware. The hardware components of a computer with
which you'll be primarily concerned are the disk, RAM (short for Random Access Memory), and last
but certainly not least, the CPU (short for Central Processing Unit).2 WEe'll take up each of these topics
in turn.

Disk

When you sit down at your computer in the morning, before you turn it on, where are the programs
you're going to run? To make this more specific, suppose you're going to use aword processor to
revise aletter you wrote yesterday before you turned the computer off. Where is the letter, and where
IS the word processing program?

Y ou probably know the answer to this question; they are stored on a disk inside the case of your
computer.8 Disks use magnetic recording media, much like the material used to record speech and
music on cassette tapes, to store information in away that will not be lost when the power is turned
off. How exactly isthisinformation (which may be either executable programs or data such as word
processing documents) stored?

We don't have to go into excruciating detail on the storage mechanism, but it isimportant to
understand some of its characteristics. A disk consists of one or more circular platters, which are
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extremely flat and smooth pieces of metal or glass covered with a material that can be very rapidly
and accurately magnetized in either of two directions, "north" and "south”. To store large amounts of
data, each platter is divided into many millions of small regions, each of which can be magnetized in
either direction independent of the other regions. The magnetization is detected and modified by
recording heads, similar in principle to those used in tape cassette decks. However, in contrast to the
cassette heads, which make contact with the tape while they are recording or playing back music or
speech, the disk heads "fly" afew millionths of an inch away from the platters, which rotate at very
high velocity.” The separately magnetizable regions used to store information are arranged in groups
called sectors, which arein turn arranged in concentric circles called tracks. All tracks on one side of
agiven platter (arecording surface) can be accessed by arecording head dedicated to that recording
surface; each sector is used to store some number of bytes of the data, generally afew hundred to a
few thousand. "Byte" is a coined word meaning a group of 8 binary digits, or bits for short.8 Y ou may
wonder why the data aren't stored in the more familiar decimal system, which of course uses the digits
from O through 9. Thisis not an arbitrary decision; on the contrary, there are a couple of very good
reasons that data on a disk are stored using the binary system, in which each digit has only two
possible states, 0 and 1. One of these reasonsisthat it's alot easier to determine reliably whether a
particular area on adisk is magnetized "north" or "south” than it isto determine 1 of 10 possible levels
of magnetization. Another reason is that the binary system is also the natural system for data storage
using electronic circuitry, which is used to store datain the rest of the computer.

While magnetic storage devices have been around in one form or another since the very early days of
computing, the advances in technology just in the last 10 years have been staggering. To comprehend
just how large these advances have been, we need to define the term used to describe storage
capacities: the Megabyte. The standard engineering meaning of Mega is "multiply by 1 million",
which would make a Megabyte equal to 1 million (1,000,000) bytes. As we have just seen, however,
the natural number system in the computer field is binary. Therefore, "one Megabyte" is often used
instead to specify the nearest "round" number in the binary system, which is 2220 (2 to the 20th
power), or 1,048,576 bytes.2 This wasn't obvious to Susan, so | explained it some more, as you can
see here:

Susan: Just how important isit to really understand that the Megabyte is 220
(1,048,576) bytes? | know that ameg is not really ameg; that is, it's more than a
million. But | don't understand 220, so isit enough to just take your word on this and
not get bogged down asto why | didn't go any further than plane geometry in high
school? Y ou see, it makes me worry and upsets me that | don't understand how you
"round” abinary number.

Steve: The ™ symbol isacommon way of saying "to the power of", so 220 would be 2
to the power of 20; that is, 20 2s multiplied together. Thisisa"round" number in binary
justas10* 10* 10 (1000) isa"round" number in decimal.

1985, a Space Odyssey

With that detail out of the way, we can see just how far we've come in a short period of time. In 1985,
| purchased a 20 Megabyte disk for $900 ($45 per Megabyte); its access time, which measures how
long it takes to retrieve data, was approximately 100 milliseconds (milli = /1000, so amillisecond is
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one thousandth of a second). In April 1997, a 6510 Megabyte disk cost as little as $449, or
approximately 7 cents per Megabyte; in addition to delivering 650 times as much storage per dollar,
this disk had an access time of 14 milliseconds, which is approximately 7 times as fast as the old disk.
Of course, this significantly understates the amount of progress in technology in both economic and
technical terms. For one thing, a 1997 dollar is worth considerably less than a 1985 dollar. In addition,
the new drive is superior in every other measure as well: It is much smaller than the old one,
consumes much less power, and has many times the projected reliability of the old drive.

This tremendous increase in performance and price has prevented the long-predicted demise of disk
drivesin favor of new technology. However, the inherent speed limitations of disks still require usto
restrict their role to the storage and retrieval of data for which we can afford to wait arelatively long
time.

Y ou see, while 14 milliseconds isn't very long by human standards, it isalong time indeed to a
modern computer. Thiswill become more evident as we examine the next essential component of the
computer, the RAM.

RAM

The working storage of the computer, where data and programs are stored while we're using them is
called RAM, which is an acronym for Random Access Memory.10 For example, your word processor
is stored in RAM while you're using it. The document you're working on islikely to be there as well
unlessit'stoo largeto fit al at once, in which case parts of it will be retrieved from the disk as needed.
Since we have already seen that both the word processor and the document are stored on the disk in
the first place, why not leave them there and use them in place, rather than copying them into RAM?

The answer, in aword, is speed. RAM is physically composed of millions of microscopic switches on
asmall piece of silicon known as a chip: a4 megabit RAM chip has approximately 4 million of
them.11 Each of these switches can be either on or off; we consider a switch that is"on" to be storing a
1, and aswitch that is "off" to be storing a 0. Just asin storing information on a disk, where it was
easier to magnetize aregion in either of two directions, it'salot easier to make a switch that can be
turned on or off reliably and quickly than one that can be set to any value from 0 to 9 reliably and
quickly. Thisis particularly important when you're manufacturing millions of them on a silicon chip
the size of your fingernail.

A main difference between disk and RAM iswhat steps are needed to access different areas of
storage. In the case of the disk, the head has to be moved to the right track (an operation known as a
seek), and then we have to wait for the platter to spin so that the region we want to access is under the
head (called rotational delay). On the other hand, with RAM, the entire process is electronic; we can
read or write any byte immediately aslong as we know which byte we want. To specify a given byte,
we have to supply a unique number called its memory address or just address for short.

Return to Sender, Address Unknown

What is an address good for? Let's see how my discussion with Susan on this topic started:
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Susan: About memory addresses: are you saying that each little itty bitty tiny byte of
RAM is a separate address? Well, thisis alittle hard to imagine.

Steve: Actualy, each byte of RAM has a separate address, which doesn't change, and a
value, which does.

In case the notion of an address of a byte of memory on a piece of silicon is too abstract, it might help
to think of an address as a set of directions as to how to find the byte being addressed, much like
directions to someone's house. For example, "Go three streets down, then turn left. It's the second
house on the right". With such directions, the house number wouldn't need to be written on the house.
Similarly, the memory storage areasin RAM are addressed by position; you can think of the address
astelling the hardware which street and house you want, by giving directions similar in concept to the
preceding example. Therefore, it's not necessary to encode the addresses into the RAM explicitly.

Susan wanted a better picture of this somewhat abstract idea:
Susan: Where are the bytes on the RAM, and what do they look like?

Steve: Each byte corresponds to a microscopic region of the RAM chip. Asto what
they look like, have you ever seen a printed circuit board such as the ones inside your
computer? Imagine the lines on that circuit board reduced thousands of timesin size to
microscopic dimensions, and you'll have an idea of what a RAM chip looks like inside.

Since it has no moving parts, storing and retrieving datain RAM is much faster than waiting for the
mechanical motion of a disk platter turning.12 Aswe've just seen, disk access times are measured in
milliseconds, or thousandths of a second. However, RAM access times are measured in nanoseconds
(abbreviated ns); nano means one billionth. In early 1997, atypical speed for RAM was 70 ns, which
means that it is possible to read a given dataitem from RAM about 200,000 times as quickly as from
adisk. Inthat case, why not use disks only for permanent storage, and read everything into RAM in
the morning when we turn on the machine?

Thereason is cost. In early 1997, the cost of 16 Megabytes of RAM was approximately $80. For that
same amount of money, you could have bought over 1100 Megabytes of disk space!13 Therefore, we
must reserve RAM for tasks where speed is all-important, such as running your word processing
program and holding aletter while you're working on it. Also, since RAM is an electronic storage
medium (rather than a magnetic one), it does not maintain its contents when the power is turned off.
This meansthat if you had a power failure while working with data only in RAM, you would lose
everything you had been doing.14 Thisis not merely atheoretical problem, by the way; if you don't
remember to save what you're doing in your word processor once in awhile, you might lose awhole
day's work from a power outage of afew seconds.12 Before we get to how a program actually works,
we need to develop a better picture of how RAM is used. As I've mentioned before, you can think of
RAM as consisting of alarge number of bytes, each of which has a unique identifier called an
address. This address can be used to specify which byte we mean, so the program might specify that it
wants to read the value in byte 148257, or change the value in byte 66666. Susan wanted to make sure
she had the correct understanding of thistopic:
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Susan: Are the values changed in RAM depending on what program isloaded in it?

Steve: Yes, and they aso change while the program is executing. RAM is used to store
both the program itself and the values it manipulates.

Thisisall very well, but it doesn't answer the question of how the program actually uses or changes
valuesin RAM, or performs arithmetic and other operations; that's the job of the CPU, which we will
take up next.

The CPU

The CPU (Central Processing Unit) isthe "active" component in the computer. Like RAM, itis
physically composed of millions of microscopic transistors on a chip; however, the organization of
these transistors in a CPU is much more complex than on a RAM chip, as the latter's functions are
limited to the storage and retrieval of data. The CPU, on the other hand, is capable of performing
dozens or hundreds of different fundamental operations called machine instructions, or just
instructions for short. While each instruction performs avery simple function, the tremendous power
of the computer liesin the fact that the CPU can perform (or execute) tens or hundreds of millions of
these instructions per second.16 These instructions fall into a number of categories: instructions that
perform arithmetic operations such as adding, subtracting, multiplying, and dividing; instructions that
move information from one place to another in RAM; instructions that compare two quantities to help
make a determination as to which instructions need to be executed next and instructions that
implement that decision; and other, more specialized types of instructions.

Of course, adding two numbers together (for example) requires that the numbers be available for use.
Possibly the most straightforward way of making them available is to store them in and retrieve them
from RAM whenever they are needed, and indeed this is done sometimes. However, asfast asRAM is
compared to disk drives (not to mention human beings), it's still pretty slow compared to modern
CPUs. For example, the computer on which | started to write this book had a 66 Megahertz
(abbreviated MHZz) CPU, which can execute up to 66 million instructions per second (abbreviated
MIPS),L7 or one instruction approximately every 16 ns.18 To see why RAM is a bottleneck, let's
calculate how long it would take to execute an instruction if al the data had to come from and go back
to RAM. A typical instruction would have to read some data from RAM, and write its result back
there; first, though, the instruction itself has to be loaded (or fetched) into the CPU before it can be
executed. Let's suppose we have an instruction in RAM, reading one dataitem also in RAM, and
writing the result back to RAM. Then the minimum timing to do such an instruction could be
calculated as in Figure lowspeed.

RAM vs. CPU speeds (Figure lowspeed)

Ti ne Functi on
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70 ns Read instruction from RAM
70 ns Read data from RAM
16 ns Execute instruction

70 ns Wite result back to RAM

226 ns Total instruction execution tine

To compute the effective MIPS of a CPU, we divide 1 second by the time it takes to execute one
instruction. Given the assumptionsin this example, the CPU could execute only about 4.5 million
instructions per second, which isafar cry from the peak performance of 66 MIPS claimed by the
manufacturer.12 If the manufacturer's claims have any relation to reality, there must be a better way.

In fact, thereis. Asaresult of alot of research and development, both in academiaand in the
semiconductor industry, it is possible to approach the rated performance of fast CPUs.20 Some of
these techniques have been around as long as we've had computers; others have fairly recently
"trickled down" from supercomputers to microcomputer CPUs. One of the most important of these
techniques is the use of a number of different kinds of storage devices having different performance
characteristics; the arrangement of these devicesis called the memory hierarchy. Figure hierarchyfig

illustrates the memory hierarchy on my home machine when | started writing this book in late 1994.
Susan and | had a short discussion of the layout of this figure:

Susan: OK, just one question on Figure hierarchyfig. If you are going to include the
disk in this hierarchy, | don't know why you have placed it over to the side of RAM and
not above it, since it is slower and you appear to be presenting this figure in ascending
order of speed from the top of the figure downward. Did you do this becauseit is
external rather than internal memory and it doesn't "deserve" to be in the same lineage
asthe others?

Steve: Yes; it's not the same as "rea" memory, so | wanted to distinguish it.

Before we get to the diagram, | should explain that a cache is a small amount of fast memory where
frequently used data are stored temporarily. According to this definition, RAM functions more or less
as acache for the disk; after al, we have to copy datafrom a slow disk into fast RAM before we can
use it for anything. However, while thisis avalid analogy, | should point out that the situations aren't
quite parallel. Our programs usually read data from disk into RAM explicitly; that is, we're aware of
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whether it's on the disk or in RAM, and we have to issue commands to transfer it from one place to
the other. On the other hand, caches are "automatic" in their functioning. We don't have to worry
about them, and our programs work in exactly the same way with them as without them, except faster.
In any event, the basic ideais the same: to use a faster type of memory to speed up repetitive access to
data usually stored on a slower storage device.

We've already seen that the disk is necessary to store data and programs when the machine is turned

off, while RAM is needed for its higher speed in accessing data and programs we're currently using.21
But why do we need the external cache?

Actually, we've been around this track before, when we questioned why everything isn't loaded into
RAM rather than being read from the disk as needed; we're trading speed for cost. To have a cost-
effective computer with good performance requires the designer to choose the correct amount of each
storage medium.

A memory hierarchy (Figure hierarchyfig)

RS + S +
| . |
| D sk +---+ RAM |
| Size: 850 MB | | Size: 20 MB |
| Accesses: 100/sec.| +-+ Accesses. 14 Msec. +--+
RS + +--m e oo - - S SRS +
|
+--m e oo - - SRS +

| |
| External cache |
| Size: 64 KB |
| Accesses: 30 Msec. |

+------ SRS +
I

S +--m e oo - - SR +---+
I I I I I
I The | +------ Ho-- - + I I
| CPU +--- - - - +- +- + | | |
I chip I | A LR +-+ |
| | Execution | | | |
| | unit +--+ Internal cache | |
| | | | Size: 8 KB | |
| L S + | Accesses: 66 Msec.| |
I I L + |
| +--- - - - S + |
I | 4 LR + I I
I || I ax | eax | I
| BESEEREEES e + | |
| | e R + | |
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Si ze: 28 bytes
Accesses: 133 M sec.

I || I bx | ebx | I
| BEEEEEEEE R + | |
| | e MREEEEEEEEE + | |
I || I CX | ecx | I
I | +-------- LR + I I
I | +-------- LR + I I
I || I dx | edx | I
I | +-------- LR + I I
I | +-------- LR + I I
I || I si | esi | I
I | +-------- LR + I I
I | +-------- LR + I I
I || I di | edi | I
I | +-------- LR + I I
I | +-------- LR + I I
I || I bp | ebp | I
I | +-------- LR + I I
| | Regi sters | |
I I I I
I I I I
I I

So just as with the disk vs. RAM trade-off before, the reason that we use the external cacheisto
improve performance. While RAM can be accessed about 14 million times per second, the external
cache is made from afaster type of memory chips, which can be accessed about 30 million times per
second. While not as extreme as the speed differential between disk and RAM, this differenceis still
significant. However, we can't afford to use external cache exclusively instead of RAM, because it
would be too expensive to do so. In 1997, the cost of 1 MB of external cache was in the neighborhood
of $180. For that same amount of money, you could have bought over 16 Megabytes of RAM.
Therefore, we must reserve external cache for tasks where speed is all-important, such as supplying
frequently used data or programs to the CPU.22 The same analysis applies to the trade-off between the
external cache and the internal cache. The internal cache's characteristics are similar to those of the
the external cache, but to a greater degree; it's even smaller and faster, allowing access at the rated
speed of the CPU. Both characteristics have to do with its privileged position on the same chip asthe
CPU; this reduces the delays in communication between the internal cache and the CPU but means
that chip area devoted to the cache has to compete with area for the CPU, as long as the total chip size
is held constant.

Unfortunately, we can't just increase the size of the chip to accommodate more internal cache because
of the expense of doing so. Larger chips are more difficult to make, which reduces their yield, or the
percentage of good chips. In addition, fewer of them fit on one wafer, which is the unit of
manufacturing. Both of these attributes make larger chips more expensive to make.

Caching In
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To oversimplify abit, here's how caching reduces the effects of Sow RAM. Whenever adataitemis
requested by the CPU, there are three possibilities:

1. Itisdready intheinternal cache. In this case, the valueis sent to the CPU without referring to
RAM at all.

2. Itisinthe external cache; in thiscaseit will be "promoted” to the internal cache, and sent to
the CPU at the same time.

3. Itisnot in either theinternal or external cache. In this case, it hasto be entered into alocation
in the internal cache. If there is nothing in that cache location, the new item is simply added to
the cache. However, if there isadataitem already in that cache location, then the old item is
displaced to the external cache, and the new item iswritten in its place.23 If the external cache
location is empty, that ends the activity; if it is not empty, then the item previoudly in that
location iswritten out to RAM and its slot is used for the one displaced from the internal

cache.24

Please Register Here

Another way to improve performance that has been employed for many yearsisto create a small
number of private storage areas, called registers, that are on the same chip asthe CPU itself.2
Programs use these registers to hold data items that are actively in use; datain registers can be
accessed within the time allocated to instruction execution (16 nsin our example), rather than the
much longer times needed to access datain RAM. This means that the time needed to accessdatain
registersis predictable, unlike data that may have been displaced from the internal cache by more
recent arrivals and thus must be reloaded from the external cache or even from RAM. Most CPUs
have some dedicated registers, which aren't available to application programmers (that's us), but are
reserved for the operating system (e.g., DOS, Unix, OS/2) or have special functions dictated by the
hardware design; however, we will be concerned primarily with the general registers, which are
available for our use.26 The general registers are used to hold working copies of dataitems called
variables, which otherwise reside in RAM during the execution of the program. These variables
represent specific items of data that we wish to keep track of in our programs, such as weights and
numbers of items.

The notion of using registers to hold temporary copies of variables wasn't crystal clear to Susan.
Here's our discussion on that topic:

Susan: Here we go, getting lost. When you said "The general registers are used to hold
working copies of dataitems called variables, which residein RAM", are you saying
RAM storesinfo when not in use?

Steve: During execution of a program, when data aren't in the general registers, they are
generaly stored in RAM.

Susan: See, thisis confusing to me, because | didn't think RAM stores anything when
turned off.
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Steve: You're correct; RAM doesn't retain information when the machine is turned off.
However, it is used to keep the "real" copies of data that we want to process but won't

fit in the registers.2/

Y ou can put something in avariable, and it will stay there until you store something else there; you
can also look at it to find out what'sin it. Asyou might expect, several types of variables are used to
hold different kinds of data; the first ones we will look at are variables representing whole numbers
(the so-called integer variables), which are a subset of the category called numeric variables. As
this suggests, there are aso variables that represent numbers that can have fractional parts. We'll ook
at these so-called floating-point variables briefly in alater chapter.

Different types of variables require different amounts of RAM to store them, depending on the
amount of datathey contain; avery common type of numeric variable, knownasashor t , requires
16 bits (that is, 2 bytes) of RAM to hold any of 65536 different values, from -32768 to 32767,
including 0. As we will see shortly, these odd-1ooking numbers are the result of using the binary
system. By no coincidence at all, the early Intel CPUs such as the 8086 had general registers that
contained 16 bits each; these registers were named ax, bx, cx, dx, si , di , and bp. Why does it
matter how many bits each register holds? Because the number (and size) of instructions it takesto
process a variable is much lessif the variable fits in aregister; therefore, most programming
languages, C++ included, relate the size of a variable to the size of the registers available to hold it. A
short isexactly theright size to fit into a 16-bit register and therefore can be processed efficiently
by the early Intel machines, whereas longer variables had to be handled in pieces, causing a great
declinein efficiency of the program. Progress marches on: more recent Intel CPUs, starting with the
80386, have 32-hit general registers; these registers are called eax, ebx, ecx, edx, esi , edi , and
ebp. You may have noticed that these names are simply the names of the old 16-bit registers with an
e tacked onto the front. The reason for the name change is that when Intel increased the size of the
registersto 32 bits with the advent of the 80386, it didn't want to change the behavior of previously
existing programs that (of course) used the old names for the 16-bit registers. So the old names, as
illustrated in Figure hierarchyfig, now refer to the bottom halves of the "real” (that is, 32-bit) registers,

asillustrated in Figure hierarchyfig; instructions using these old names behave exactly as though they

were accessing the 16-bit registers on earlier machines. To refer to the 32-hit registers, you use the
new names eax, ebx, and so on, for "extended" ax, "extended" bx, and so forth. What does it mean
to say that instructions using the 16-bit register names "behave exactly as though they were accessing
the 16-bit registers on earlier machines'? Before | can explain this, you'll have to understand the
binary number system, on which all modern computers are based. To make this number system more
intelligible, | have written the following little fable.

Odometer Trouble

Once upon atime, the Acme company had a factory that made golf carts. One day, Bob, the president
of Acme, decided to add an odometer to the carts, so that the purchaser of the cart could estimate
when to recharge the battery. To save money, Bob decided to buy the little numbered wheels for the
odometers and have his employees put the odometers together. The minimum order was a thousand
odometer wheels, which was more than he needed for hisinitial run of 50 odometers. When he got the
wheels, however, he noticed that they were defective: Instead of the numbers 0-9, each wheel had
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only two numbers, 0 and 1. Of course, he was quite irritated by this error, and attempted to contact the
company from which he had purchased the wheels, but it had closed down for a month for summer
vacation. What was he to do until it reopened?

While he was fretting about this problem, the employee who had been assigned to the task of putting
the odometers together from the wheels came up with a possible solution. This employee, Jim, came
into Bob's office and said, "Bob, | have an idea. Since we have lots of orders for these odometer-
equipped carts, maybe we can make an odometer with these funny wheels and tell the customers how
to read the numbers on the odometer."

Bob was taken aback by thisidea. "What do you mean, Jim? How can anyone read those screwy
odometers?’

Jm had given this some thought. "Let's take alook at what one of these odometers, say with five
wheels, can display. Obvioudly, it would start out reading 00000, just like a normal odometer. Then
when one mile has elapsed, the rightmost wheel turnsto 1, so the whole display is 00001; again, this
Is no different from a normal odometer."

“"Now we come to the tricky part. The rightmost wheel goes back to 0, not having any more numbers
to display, and pushes the “tens wheel to 1; the whole number now reads 00010. Obviously, one more
mile makes it 00011, which gives us the situation shown in the following diagram:

The first few numbers (Figure firstfew)

Nor mal odonet er Funny odonet er
00000 00000
00001 00001
00002 00010
00003 00011

Jim continued, "What's next? This time, the rightmost wheel turns over again to 0, triggering the
second whedl to its next position. However, thistime, the second wheel is already at its highest value,
1; therefore, it also turns over to 0 and increments the third wheel. It's not hard to follow thisfor afew
more miles, asillustrated in Figure nextfew.

The next few numbers (Figure nextfew)

Nor mal odonet er Funny odonet er

http://www.steveheller.com/whos/hardware.htm (13 of 41) [2003-5-31 17:50:37]



Who's Afraid of C++? - the WWW version

00004 00100
00005 00101
00006 00110
00007 00111

Bob said, "I get it. It's almost as though we were counting normally, except that you skip all the
numbers that have anything but Os or 1sin them."

"That'sright, Bob. So | suppose we could make up alist of the "real’ numbers and give it to the
customers to use until we can replace these odometers with normal ones. Perhaps they'll be willing to
work with us on this problem."

"Okay, Jim, if you think they'll buy it. Let's get afew of the customers we know the best and ask them
if they'll try it; we won't charge them for the odometers until we have the real ones, but maybe they'll
stick with us until then. Perhaps any odometer would be better than no odometer at all."

Jm went to work, making some odometers out of the defective wheels, however, he soon figured out
that he had to use more than five wheels, because that allowed only numbers from O to 31. How did he
know this?

Each wheel has two numbers, 0 and 1. So with one whedl, we have atotal of two combinations. Two
whe€dls can have either a0 or a 1 for the first number, and the same for the second number, for atotal
of four combinations. With three wheels, the same analysis holds: 2 numbers for the first wheel * 2
for the second wheel * 2 for the third wheel = 8 possibilitiesin al; actualy, they are the same 8
possibilities we saw in Figures firstfew and nextfew.

A pattern is beginning to develop: for each added wheel, we get twice as many possible combinations.
To see how this continues, take alook at Figure howmany, which shows the count of combinations vs.

number of wheelsfor all wheel counts up to 16 (i.e., 16-bit quantities).

Jim decided that 14 wheels would do the job, since the lifespan of the golf cart probably wouldn't
exceed 16,383 miles, and so he made up the odometers. The selected customers turned out to be
agreeable and soon found that having even a weird odometer was better than none, especially since
they didn't have to pay for it. However, one customer did have a complaint: The numbers on the
wheels didn't seem to make sense when translated with the chart supplied by Acme. The customer
estimated that he had driven the cart about 9 miles, but the odometer displayed the following number,

11111111110111

which, according to histrangation chart, was 16375 miles. What could have gone wrong?
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How many combinations? (Figure howmany)
Nunmber of wheel s Nunmber of conbi nations
2812
24
38
416
532
6 64
7128
8 256
9512
10 1024
11 2048
12 4096
138192
14 16384
15 32768
16 65536

Jim decided to have the cart brought in for a checkup, and what he discovered was that the odometer
cable had been hooked up backwards. That is, instead of turning the wheels forward, they were going
backwards. That was part of the solution, but why was the value 16375? Just like a car odometer, in
which 99999 (or 999999, if you have a 6-wheel odometer) isfollowed by 0, going backwards from O
reverses that progression. Similarly, the number 11111111111111 on the funny odometers would be
followed by 00000000000000, since the "carry" off the leftmost digit islost. Therefore, if you start
out at 0 and go backward 1 mile, you'll get
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11111111111111

The next mile will turn the last digit back to O, producing
11111111111110
What happens next? The last wheel turns back to 1, and triggers the second wheel to switch as well:

11111111111101

The next few "backward" numberslook like this;

11111111111100

11111111111011

11111111111010

11111111111001

11111111111000

11111111110111

and so on. If you look at the right-hand end of these numbers, you'll see that the progression isjust the
opposite of the "forward" numbers.

Asfor the customer's actual mileage, the last one of these is the number the customer saw on his
backward odometer. Apparently, he was right about the distance driven, since thisis the ninth
"backward" number. So Jim fixed the backward odometer cable and reset the value to the correct
number, 00000000001001, or 9 miles.

Eventually, Acme got the right odometer wheels with 0-9 on them, replaced the peculiar ones, and
everyone lived happily ever after.

THE END

Back to the Future

Of course, the wheels that made up the funny odometers contain only two digits, 0 and 1, so the
odometers use the binary system for counting. Now it should be obvious why we will see numbers
like 65536 and 32768 in our discussions of the number of possible different values that a variable can
hold: variables are stored in RAM as collections of bytes, each of which contains 8 bits. Asthe list of
combinations indicates, 8 bits (1 byte) provide 256 different combinations, while 16 bits (2 bytes) can
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represent 65536 different possible values.

But what about the "backward" numbers with alot of 1son the left? Asthe fable suggests, they
correspond to "negative" numbers. That is, if moving 2 miles forward from O registers as
00000000000010, and moving 2 miles backward from O registersas 11111111111110, then the latter
number isin some sense equivalent to -2 miles. Thisin fact is the way that negative integers are stored
in the computer; integer variables that can store either positive or negative values are called si gned
variables. If we don't specify whether we want to be able to store either positive or negative valuesin
agiven variable, the C++ language assumes that we want that ability, and providesit for us by default.

However, adding the ability to represent negative numbers has a drawback: namely, that you can't
represent as many positive numbers. This should be fairly obvious, since if we interpret some of the
possible patterns as negative, they can't also be used for positive values. Sometimes, of course, we
don't have to worry about negative numbers, such as counting how many employees our company has;
in such cases, we can specify that we want to use unsi gned variables, which will aways be
interpreted as positive (or 0) values. An exampleisan unsi gned short variable, which uses 16
bits (that is, 2 bytes) to hold any number from 0 to 65535, which totals 65536 different values. This
capacity can be calculated as follows: since each byteis 8 bits, 2 bytes contain atotal of 16 bits, and
2716 is 65536.

It's important to understand that the difference between ashort (thatis, asi gned short)andan
unsi gned short isexactly which 65536 values each can hold. Anunsi gned short canhold
any whole number from 0 to 65535, whereasashor t can hold any value from -32768 to +32767.

| hope thisisclear to you, but in caseit isn't, let's see how Susan and | worked over this point:

Susan: | really don't think | understand what ashor t isbesides being 2 bytes of
RAM, and | don't really know what si gned and unsi gned mean.

Steve: A short isindeed 2 bytes (that is, 16 bits) of RAM. This means that it can hold
any of 2”16 (65536) different values. Thisis avery nice range of values for holding the
number of pounds that a pumpkin weighs (for example). Y ou'll see some more uses for
thistype of variable later.

The difference between a(si gned) short andanunsi gned short isexactly
which 65536 values each can hold. Anunsi gned shor t can hold any whole number
from 0 to 65535, whereasa (si gned) short can hold any value from -32768 to
+32767. The difference between these is solely in the interpretation that we (and the
compiler) giveto the values. In other words, it's not possible to tell whether a given 2
bytes of RAM represent ashort or anunsi gned short by looking at the contents
of those bytes; you have to know how the variable was defined in the program.

Susan: Ok, let's start over. A short is2 bytesof RAM. A short isavariable. A
short isanumeric variable. It can besi gned (why isthat adefault?), meaning its
value can be -32768 to +32767, or unsi gned, meaning its value can be 0-65535.
How's that?
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Steve: That's fine. Since you've asked, the reason si gned isthe default is because
that'sthe way it wasin C, and changing it in C++ would "break" C programs that
depended on this default. Bjarne Stroustrup, the inventor of C++, hasarule that C++
must be as close to C as possible but no closer. In this case, there's no real reason to
change the default, so it wasn't changed.

Susan: Oh, why isit that every time you say something isfairly obvious, my mind just
shuts down? When you say "if we interpret some of the possible patterns as negative,
they can't also be used for positive values." Huh? Then if that is the case would not the
reverse also be true? | can see how this explains the values of the signed and unsigned
short, but really | don't think | have grasped this concept.

Steve: What | was trying to explain is that you have to choose one of the following two
possibilities:29

1. (si gned) short range: -32768 to +32767
2. unsi gned short range: 0to 65535

In other words, you have to decide whether you want a given variable to represent:

1. Any of 32768 negative numbers, O, or 32767 positive numbers, or
2. Any of 65536 nonnegative numbers from 0 to 65535

If you want avariable with arange like that in selection 1, usea(si gned) short ; if
you prefer the range in selection 2, usean unsi gned short . For example, for the
number of linesin atext file, you could use an unsi gned short, sincethe
maximum number of lines could be limited to less than 65,000 lines and couldn't ever
be negative. On the other hand, to represent the number of copies of a book that have
been sold in the last month, including the possibility of returns exceeding sales, a

si gned short would be better, since the value could be either positive or negative.

Susan: In other words, if you are going to be using variables that might have a negative
valuethen useasi gned short, and if you want strictly "positive" numbers then use
anunsi gned short . Right?

Steve: Exactly!

Susan: Wéll, then, how do you writeashort toindicatethatitissi gned or
unsi gned?

Steve: When you defineit, you have to specify that it isunsi gned if you want it to be
unsi gned; the default issi gned. In other words, if we define avariablex asshor t
X; ,itwill besi gned, whereas if we want avariable called x that isanunsi gned
short, wehavetosay unsi gned short x;.
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Susan: So does it make any difference if your variable is going to overlap the si gned
andunsi gned short ranges? For example, if you are using numbers from 10,000 to
30,000, would it matter which shor t you used? It falls under the definition of both.

Steve: You can use whichever you wish in that case.

Over-Hexed

Y ou may have noticed that it's tedious and error prone to represent numbersin binary; along string of
Os and 1sis hard to remember or to copy. For this reason, the pure binary system is hardly ever used
to specify numbers in computing. However, we have aready seen that binary is much more "natural”
for computers than the more familiar decimal system. Is there a number system that we humans can
use alittle more easily than binary, while retaining the advantages of binary for describing interna
events in the computer?

Asit happens, thereis. It's called hexadecimal, which means "base 16". Asarule, the term
hexadecimal is abbreviated to hex. Since there are 16 possible combinations of 4 bits (2* 2* 2* 2),
hexadecimal notation allows 4 bits of a binary number to be represented by one hex digit.
Unfortunately, however, there are only 10 "normal" digits, 0-9.30 To represent a number in any base,
you need as many different digit values as the base, so that any number less than the base can be
represented by one digit. For example, in base 2, you need only two digits, 0 and 1. In base 8 (octal),
you need eight digits, 0-7.31 So far, so good. But what about base 16? To use this base, we need 16
digits. Since only 10 numeric digits are available, hex notation needs a source for the other six digits.
Because |etters of the alphabet are available and familiar, the first six letters, a-f, were adopted for this
service.32 Although the notion of a base-16 numbering system doesn't seem strange to people who are
familiar with it, it can really throw someone who learned normal decimal arithmetic solely by rote,
without understanding the concepts on which it is based. This topic of hexadecimal notation occupied
Susan and me for quite awhile; here's some of the discussion we had about it:

Susan: | don't get thisat all! What isthe deal with the lettersin the hex system? | guess
it would be okay if 16 wasn't represented by 10!

Steve: Well, there are only 10 "normal™ digits, 0-9. To represent a number in any base,
you need as many "digits" as the base, so that any number |less than the base can be
represented by one "digit". Thisisno problem with a base |ess than ten, such as octal,
but what about base 16? To use this base we need 16 digits, 0-9 and a-f. One way to
remember thisisto imagine that the "hex" in "hexadecimal" stands for the six lettersa
through f and the "decimal" stands for the 10 digits 0-9.

Susan: OK, so ahex digit represents 16 bits? So then is hex equal to 2 bytes?
According to the preceding a hex digit is 4 bits.

Steve: Yes, ahex digit represents 4 bits. Let's try a new approach. First, let me define a
new term, a hexit. That's short for "hex digit", just like "bit" is short for "binary digit".
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1. How many one-digit decimal numbers exist?

2. How many two-digit decimal numbers exist?

3. How many three-digit decimal numbers exist?

4. How many four-digit decimal numbers exist?

5. How many one-bit binary numbers exist?

6. How many two-bit binary numbers exist?

7. How many three-bit binary numbers exist?

8. How many four-bit binary numbers exist?

9. How many one-hexit hexadecimal numbers exist?
10. How many two-hexit hexadecimal numbers exist?
11. How many three-hexit hexadecimal numbers exist?
12. How many four-hexit hexadecimal numbers exist?

The answers are;

1. 10

2. 100

3. 1000

4. 10000

5 2

6. 4

7.8

8. 16

9. 16
10. 256
11. 4096
12. 65536

What do all these answers have in common? Let's look at the answers alittle
differently, in powers of 10, 2, and 16, respectively:

10=10"1
100 = 102
1000 = 10”3
10000 = 10M
2=2"1
4=2"2
8=2"3
16=2"

16 = 16"
256 = 16"2

. 4096 = 16"3
65536 = 16"4

CLOWO~NUAWNE

B
N

That is, anumber that has one digit can represent "base" different values, where "base"
IStwo, ten, or sixteen (in our examples). Every time we increase the size of the number
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by one more digit, we can represent "base" times as many possible different values, or
in other words, we multiply the range of values that the number can represent by the
base. Thus, atwo-digit number can represent any of "base* base" values, athree-digit
number can represent any of "base* base* base" values, and so on. That's the way
positional number systems such as decimal, binary, and hex work. If you need a bigger
number, you just add more digits.

Okay, so what does this have to do with hex? If you look at the above table, you'll see
that 2”4 (16) isequal to 16"1. That means that 4 bits are exactly equivalent to one hexit
in their ability to represent different numbers: exactly 16 possible numbers can be
represented by four bits, and exactly 16 possible numbers can be represented by one
hexit.

This means that you can write one hexit wherever you would otherwise have to use four
bits, asillustrated in Figure binhex.

Binary to hex conversion table (Figure binhex)

4-bit value 1-hexit val ue

0000 0
0001 1
0010 2
0011 3
0100 4
0101 5
0110 6
0111 7
1000 8
1001 9
1010 a
1011 b
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1100 ¢
1101 d
1110 e
1111 f

So an 8-bit number, such as:

0101 1011

can be trandlated directly into a hex value, like this:
5b

For this reason, binary is almost never used. Instead, we use hex as a shortcut to
eliminate the necessity of reading, writing, and remembering long strings of bits.

Susan: A hex digit or hexit is like afour-wheel odometer in binary. Since each wheel is
capable of only one of two values, being either (1) or (0), then the total number of
possible valuesis 16. Thus your 2* 2*2*2 = 16. | think I've got this down.

Steve: You certainly do!

Susan: If it has 4 bits and you have 2 of them then won't there be eight "wheels' and so
forth? So 2 hex would hold X XXXXXXX places and 3 hex would hold
XXXXXXXXXXXX places.

Steve: Correct. A one-hexit number is analogous to a one-digit decimal number. A one-
hexit number contains 4 bits and therefore can represent any of 16 values. A two-hexit
number contains 8 bits and therefore can represent any of 256 values.

Now that we've seen how each hex digit corresponds exactly to a group of four binary digits, here's an
exercise you can use to improve your understanding of this topic: Invent arandom string of four
binary digits and see whereit isin figure binhex. | guaranteeit'll be there somewhere! Then look at
the "hex" column and see what "digit" it corresponds to. There's nothing really mysterious about hex;
since we have run out of digits after 9, we have to use letters to represent the numbers “ten’, "eleven’,
“twelve, “thirteen’, fourteen', and fifteen'.

Now, here's atable showing the correspondence between some decimal, hex, and binary numbers,
with the values of each digit position in each number base indicated, and the calculation of the total of
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all of the bit valuesin the binary representation, as shown in Figure diffrep.

Different representations of the same numbers (Figure diffrep)

Deci nal Hexadeci nal Bi nary Sum of binary

Pl ace Values Place Values Place Val ues di git val ues
10 1 16 1 16 8 4 2 1

0 00 000O0O = O+0+0+0

1 01 00001 = 0+0+0+0

2 02 00010 = 0O+0+0+ 2

3 03 00011 = 0O+0+0+ 2

4 0 4 00100 = O+0+4+0

5 05 00101 = O+0+4+0

6 06 00110 = O+0+ 4+ 2

7 07 00111 = O+0+ 4+ 2

8 0 8 01000 = 0+8+0+0

9 09 01001 = 0O+8+0+0

10 0 a 01010 = 0O+8+ 0+ 2

11 0b 01011 = O+8+ 0+ 2
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15 0 f 01111 = 0O+8+4+2+1
16 10 10000 = 16 + 0+0+0+0
17 11 10001 = 16 + 0+ 0+ 0 + 1
18 12 10010 = 16 + 0+0+2+0
19 13 10011 = 16 + 0+ 0+ 2 + 1

Another reason to use hex rather than decimal is that byte values expressed as hex digits can be
combined directly to produce larger values, which is not true with decimal digits. In case thisisn't
obvious, let's go over it in more detail. Since each hex digit (O-f) represents exactly 4 bits, two of them
(OO-ff) represent 8 bits, or one byte. Similarly, 4 hex digits (0000-ffff) represent 16 bits, or ashor t
value; the first two digits represent the first byte of the 2-byte value, and the last two digits, the second
byte. This can be extended to any number of bytes. On the other hand, representing 4 bits requires two
decimal digits, as the values range from 00-15, whereas it takes three digits (000-255) to represent one
byte. A 2-byte value requires five decimal digits, since the value can be from 00000 to 65535. Asyou
can see, there's no simple relationship between the decimal digits representing each byte and the
decimal representation of a 2-byte value.

Susan had some more thoughts on the hexadecimal number system. Let'slistenin:

Susan: | think you need to spend a little more time reviewing the hex system, like an
entire chapter.<G> Well, | am getting the impression that we are going to be working
with hex, so | am trying to concentrate my understanding on that instead of binary. |
think thisall moves alittle too fast for me. | don't know what your other reviewers are
saying but | just feel like | get a definition of aabstract concept, and the next thing |
know | am supposed to be doing something with it, like make it work. Hal | personally
need to digest new concepts, | really need to think them over abit, to take them in and
absorb them. | just can't start working with it right away.

Asusudl, I've complied with her request; the results are immediately ahead.

Exercises

Here are some exercises that you can use to check your understanding of the binary and hexadecimal
number systems.33 |'ve limited the examples to addition and subtraction, asthat is all that you're ever
likely to have to do in these number systems. These operations are exactly like their equivalentsin the
decimal system, except that as we have already seen, the hexadecimal system has six extra digits after
9:a Db, c d e andf. We have to take these into account in our calculations: for example, adding 9 and
5, rather than producing 14, produces e.
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1. Using the hexadecimal system, answer these problems:
ala+2e=7?

b.12+18=7?

c.50-12="7

2. Inthe binary system, answer these problems:
al101+110="7

b.111+1001="

c.1010-11="?

Consider the two types of numeric variables we've encountered so far, short and unsi gned
short . Let'ssupposethat x isashort,andy isanunsi gned short, both of them currently
holding the value 32767, or 7fff in hex.

3. What isthe result of adding 1 toy, in both decimal and hex?
4. What isthe result of adding 1 to x, in both decimal and hex?

Answers to exercises can be found at the end of the chapter.

Registering Relief

Before we took this detour into the binary and hexadecimal number systems, | promised to explain
what it meansto say that the instructions using the 16-bit register names "behave exactly as though
they were accessing the 16-bit registers on earlier machines'. After abit more preparation, we'll be
ready for that explanation.

First, let'stake alook at some characteristics of the human-readable version of machine instructions:
assembly language instructions. The assembly language instructions we will look at have afairly
simple format.34 The name of the operation is given first, followed by one or more spaces. The next
element is the "destination", which isthe register or RAM location that will be affected by the
instruction's execution. The last element in an instruction is the "source", which represents another
register, aRAM location, or a constant value to be used in the calculation. The source and destination

are separated by a comma.22 Here's an example of a simple assembly language instruction:

add ax, 1

In thisinstruction, add is the operation, ax is the destination, and the constant value 1 is the source.
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Thus, add ax, 1 meansto add 1 to the contents of ax, replacing the old contents of ax with the
result.

Let's see what Susan has to say about the makeup of an assembly language instruction:
Susan: So the destination can be aregister, cache, or RAM?

Steve: Yes, that'sright. However, | should make it clear that the cache is transparent to
the programmer. That is, you don't say "write to the cache" or "read from the cache”;
you just use the RAM addresses and the hardware takes care of using the cache as
appropriate to speed up access to frequently used locations. On the other hand, you do
have to address registers explicitly when writing an assembly language program.

Now we're finaly ready to see what the statement about using the 16-bit register names on a 32-bit
machine means. Suppose we have the register contents shown in Figure beforeaddax.1 (indicated in

hexadecimal).

32 and 16 bit registers, before add ax, 1
(Figure beforeaddax.1)

32-bit 32-bit 16- bi t 16- bi t
regi ster contents regi ster contents
eax 1235ffff ax ffff

If we wereto add 1 to register ax, by executing the instruction add ax, 1, the result would be as
shown in Figure afteraddax.1.

32 and 16 bit registers, after add ax, 1
(Figure afteraddax.1)

32-bit 32-bit 16-bi t 16-bi t
regi ster contents regi ster contents
eax 12350000 ax 0000
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In case this makes no sense, consider what happens when you add 1 to 9999 on afour digit counter
such as an odometer. It "turns over" to 0000, doesn't it? The same applies here: ffff isthe largest
number that can be represented as four hex digits, so if you add 1 to aregister that has only four (hex)
digits of storage available, the result is 0000.

As you might imagine, Susan was quite intrigued with the above detail; here is her reaction.

Susan: | have a understanding retention half-life of about 30 nanoseconds, but while |
was reading this | was understanding it except | am boggled asto how adding 1 to ffff
makes 0000, see, | am still not clear on Hex. Question: When you show the contents of
a 32-bit register as being 12350000, then is the 1235 the upper half and the 0000 the
lower half? |s that what you are saying?

Steve: That's right!

Asthisillustrates, instructions that refer to ax have no effect whatever on the upper part of eax; they
behave exactly as though the upper part of eax did not exist. However, if we were to execute the
instruction add eax, 1 instead of add ax, 1, theresult would look like Figure afteraddeax.l.

32 and 16 bit registers, after add eax, 1
(Figure afteraddeax.l)

32-bit 32-bit 16- bi t 16- bi t
regi ster contents regi ster contents
eax 12360000 ax 0000

In this case, eax istreated as awhole. Similar results apply to the other 32-bit registers and their 16-
bit counterparts.

On a RAMpage

Unfortunately, it isn't possible to use only registers and avoid references to RAM entirely, if only
because we'll run out of registers sooner or later. Thisis agood time to look back at the diagram of the
"memory hierarchy" (figure hierarchyfig) and examine the relative speed and size of each different

kind of memory.
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The"size" attribute of the disk and RAM are specified in Megabytes, whereas the size of an external
cacheis generally in the range from 64 Kilobytesto 1 Megabyte. As| mentioned before, the internal
cacheis considerably smaller, usually in the 8 to 16 Kilobyte range. The registers, however, provide a
total of 28 bytes of storage; this should make clear that they are the scarcest memory resource. To try
to clarify why the registers are so important to the performance of programs, I've listed the " speed”
attribute in number of accesses per second, rather than in milliseconds, nanoseconds, and so forth. In
the case of the disk, thisis about 100 accesses per second. RAM can be accessed about 14 million
times per second. The clear winners, though, are the internal cache and the registers, which can be
accessed 66 million times per second and 133 million times per second, respectively.

Registering Bewilderment

In away, the latter figure (133 million accesses per second for registers) overstates the advantages of
registersrelative to the cache. Y ou see, any given register can be accessed only 66 million times per
second; however, many instructions refer to two registers and still execute in one CPU cycle.
Therefore, the maximum number of references per second is more than the number of instructions per
second.

However, this leads to another question: Why not have instructions that can refer to more than one
memory address (known as memory-to-memory instructions) and still execute in one CPU cycle? In
that case, we wouldn't have to worry about registers; since there's (relatively) alot of cache and very
few registers, it would seem to make more sense to eliminate the middleman and simply refer to data
in the cache.36 Of course, there is a good reason for the provision of both registers and cache. The
main drawback of registersis that there are so few of them; on the other hand, one of their main
advantagesis also that there are so few of them. Why is this?

The main reason to use registersis that they make instructions shorter: since there are only afew
registers, we don't have to use up alot of bits specifying which register(s) to use. That is, with eight
registers, we only need 3 hits to specify which register we need. In fact, there are standardized 3-bit
codes that might be thought of as "register addresses’, which are used to specify each register when it
is used to hold avariable. Figure registermapfiq is the table of these register codes.3?

32 and 16 bit register codes (Figure registermapfig)

Regi st er 16-bit 32-bit
addr ess regi ster regi ster
000 ax eax
001 CcX ecx
010 dx edx
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011 bx ebx
100 Sp €sp
101 bp ebp
110 Si esi
111 di edi

By contrast, with a"memory-to-memory" architecture, each instruction would need at least 2 bytes for
the source address, and 2 bytes for the destination address.38 Adding 1 byte to specify what the
instruction is going to do, this would make the minimum instruction size 5 bytes, whereas some
instructions that use only registers can be as short as 1 byte. This makes abig differencein
performance because the caches are quite limited in size; big programs don't fit in the caches, and
therefore require alarge number of RAM accesses. As aresult, they execute much more slowly than
small programs.

Slimming the Program

This explains why we want our programs to be smaller. However, it may not be obvious why using
registers reduces the size of instructions, so here's an explanation.

Most of the datain use by a program are stored in RAM. When using a 32-bit CPU, it is theoretically
possible to have over 4 billion bytes of memory (2"32 is the exact number). Therefore, that many
distinct addresses for a given byte of data are possible; to specify any of these requires 32 bits. Since
there are only afew registers, specifying which one you want to use takes only afew bits; therefore,
programs use register addresses instead of memory addresses wherever possible, to reduce the number
of bitsin each instruction required to specify addresses.

| hope thisis clear, but it might not be. It certainly wasn't to Susan. Here's the conversation we had on
thistopic:

Susan: | seethat you are trying to make a point about why registers are more efficient
in terms of making instructions shorter, but | just am not picturing exactly how they do
this. How do you go from "make the instructions much shorter" to "we don't have to use
up alot of bits specifying which registersto use"?

Steve: Let's suppose that we want to move data from one place to another in memory.
In that case, we'll have to specify two addresses: the "from" address and the "to"
address. One way to do thisisto store the addresses in the machine language
Instruction. Since each addressis at least 16 bits, an instruction that contains two
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addresses needs to occupy at least 32 bits just for the addresses, as well as some more
bits to specify exactly what instruction we want to perform. Of course, if we're using 32-
bit addresses, then a "two-address" instruction would require 64 bits just for the two
addresses, in addition to whatever bits were needed to specify the type of instruction.

Susan: OK. . . think | got this. . .

Steve: On the other hand, if we use registersto hold the addresses of the data, we need
only enough bits to specify each of two registers. Since there aren't that many registers,
we don't need as many bits to specify which ones we're referring to. Even on a machine
that has 32 general registers, we'd need only 10 bits to specify two registers; on the Intel
machines, with their shortage of registers, even fewer bits are needed to specify which
register we're referring to.

Susan: Are you talking about the bits that are needed to define the instruction?
Steve: Yes.
Susan: How would you know how many bits are needed to specify the two registers?

Steve: If you have 32 different possibilities to select from, you need 5 bits to specify
one of them, because 32 is 2 to the fifth power. If we have 32 registers, and any of them
can be selected, that takes 5 hitsto select any one of them. If we have to select two
registers on a CPU with 32 registers, we need 10 bits to specify both registers.

Susan: So what does that have to do with it? All we are talking about is the instruction
that indicates "select register” right? So that instruction should be the same and contain
the same number of bits whether you have 1 or 32 registers.

Steve: Thereisno "select register" instruction. Every instruction has to specify
whatever register or registersit uses. It takes 5 bitsto select 1 of 32 itemsand only 3
bitsto select 1 of 8 items; therefore, a CPU design that has 32 registers needs longer
Instructions than one that has only 8 registers.

Susan: | don't see why the number of registers should have an effect on the number of
bits one instruction should have.

Steve: If you have two possibilities, how many bits doesit take to select one of them? 1
bit. If you have four possibilities, how many bits does it take to select one of them? 2
bits. Eight possibilities require 3 bits; 16 possibilities require 4 bits; and finally 32
possibilities require 5 bits.

Susan: Some machines have 32 registers?

Steve: Y es. The PowerPC, for example. Some machines have even more registers than
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that.

Susan: If theinstructions to specify aregister are the same, then why would they differ
just because one machine has more than another?

Steve: They aren't the same from one machine to another. Although every CPU that I'm
familiar with has registers, each type of machine hasits own way of executing
instructions, including how you specify the registers.

Susan: OK, and in doing so it is selecting aregister, right? An instruction should
contain the same number of bits no matter how many registersit has to call on.

Steve: Let'stake the example of an add instruction, which as its name implies, adds
two numbers. The name of the instruction is the same length, no matter how many
registers there are; that's true. However, the actual representation of the instruction in
machine language has to have room for enough bits to specify which register(s) are
being used in the instruction.

Susan: They are statements right? So why should they be bigger or smaller if there are
more or fewer registers?

Steve: They are actually machine instructions, not C++ statements. The computer
doesn't know how to execute C++ statements, so the C++ compiler is needed to convert
C++ statements into machine instructions. Machine instructions need bits to specify
which register(s) they are using; so, with more registers available, more bitsin the
instructions have to be used to specify the register(s) that the instructions are using.

Susan: Do all the statements change the values of bits they contain depending on the
number of registers that are on the CPU?

Steve: Yes, they certainly do. To be more precise, the machine language instructions
that execute a statement are larger or smaller depending on the number of registersin
the machine, because they need more bits to specify one of alarger number of registers.

Susan: "It takes five bits to select one of 32 items. . ."
"...and only three bitsto select one of eight items." Why?

Steve: What isabit? It is the amount of information needed to select one of two
alternatives. For example, suppose you have to say whether alight is on or off. How
many possibilities exist? Two. Since asingle bit has two possible states, 0 or 1, we can
represent "on" by 1 and "off" by 0 and thus represent the possible states of the light by
one bit.

Now suppose that we have afan that has four settings: low, medium, high, and off. Is
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one bit enough to specify the current setting of the fan? No, because one bit has only
two possible states, while the fan has four. However, if we use two bits, then it will
work. We can represent the states by bits as follows:

bits state

00 of f

01 | ow

10 medi um
11 hi gh

Note that thisis an arbitrary mapping; there's no reason that it couldn't be like this
instead:

bits state

00 medi um
01 hi gh
10 of f

11 | ow

However, having the lowest "speed" (that is, off) represented by the lowest binary value
(00) and the increasing speeds corresponding to increasing binary values makes more
sense and therefore is easier to remember.

This same process can be extended to represent any number of possibilities. If we have
eight registers, for example, we can represent each one by 3 bits, as noted previously in
figure registermapfig on page . That isthe actual representation in the Intel architecture;
however, whatever representation might have been used, it would require 3 bits to select
among eight possibilities. The sameistrue for amachine that has 32 registers, except
that you need 5 bitsinstead of 3.
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Susan: Okay, so then does that mean that more than one register can bein use at a
time? Wait, where is the room that you are talking about?

Steve: Some instructions specify only one register (a"one-register” instruction), while
others specify two (a"two-register” instruction); some don't specify any registers. For
example, most "branch” instructions are in the last category; they specify which address
to continue execution from. These are used to implement i f statements, f or loops,
and other flow control statements.

Susan: So, when you create an instruction you have to open up enough "room" to talk
to al theregisters at once?

Steve: No, you have to have enough room to specify any one register, for a one-register
Instruction, or any two registers for atwo-register instruction.

Susan: Well, this still has me confused. If you need to specify only one register at any
given time, then why do you always need to have all the room available? Anyway,
whereisthisroom?Isitin RAM or isit in the registers themselves? Let's say you are
going to specify an instruction that uses only 1 of 32 registers. Are you saying that even
though you are going to use just one register you have to make room for all 32?

Steve: The "room" that I'm referring to is the bits in the instruction that specify which
register theinstruction isusing. That is, if there are eight registers and you want to use
one of them in an instruction, 3 bits need to be set aside in the instruction to indicate
which register you're referring to.

Susan: So you need the bits to represent the address of aregister?

Steve: Right. However, don't confuse the "address of aregister" with a memory
address. They have nothing to do with one another, except that they both specify one of
anumber of possible placesto store information. That is, register ax doesn't correspond
to memory address 0, and so on.

Susan: Yes, | understand the bit numbersin relation to the number of registers.

Steve: That's good.

Susan: So the "address of aregister” isjust where the CPU can locate the register in the
CPU, not an addressin RAM. Isthat right?

Steve: Right. The address of aregister merely specifies which of the registers you're
referring to; all of them are in the CPU.

After that comedy routine, let's go back to Susan's reaction to something | said earlier about registers
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and variables:;

Susan: The registers hold only variables. . . Okay, | know what is bothering me! What
else isthere besides variables? Besides nonvariables, please don't tell me that. (Actually
that would be good, now that | think of it.) But thisiswhere | am having problems. Y ou
are talking about data, and avariable is atype of data. | need to know what elseis out
there so | have something else to compare it with. When you say aregister can hold a
variable, that is meaningless to me, unless | know what the alternatives are and where
they are held.

Steve: What else is there besides variables? Well, there are constants, like the number 5
inthe statement x = 5; . Constants can also be stored in registers. For example, let's
suppose that the variable x, whichisashor t , isstored in location 1237. In that case,
the statement x = 5; might generate an instruction sequence that looks like this:

nmov ax, 5
nmov [ 1237], ax

where the number in the [] isthe address of the variable x. The first of these
instructions loads 5 into register ax, and the second one stores the contents of ax (5, in
this case) into the memory location 1237.

Sometimes, however, constants aren't loaded into registers asin this case but are stored
in the instructions that use them. Thisis the case in the following instruction:

add ax, 3

Thismeans to add 3 to whatever was formerly in register ax. The 3 never getsinto a
register but is stored as part of the instruction.32

A Fetching Tale

Another way of reducing overhead is to read instructions from RAM in chunks, rather than one at a
time, and feed them into the CPU as it needs them; thisis called prefetching. This mechanism
operates in parallel with instruction execution, loading instructions from RAM into specia dedicated
registersin the CPU before they're actually needed; these registers are known collectively as the
prefetch queue. Since the prefetching is done by a separate unit in the CPU, the time to do the
prefetching doesn't increase the time needed for instruction execution. When the CPU isready to
execute another instruction, it can get it from the prefetch queue almost instantly, rather than having to
wait for the low RAM to provide each instruction. Of course, it does take a small amount of time to
retrieve the next instruction from the prefetch queue, but that amount of timeisincluded in the normal
Instruction execution time.

Susan: | don't understand prefetching. What are "chunks'? | mean | understand what
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you have written, but | can't visualize this. So, thereisjust no time used to read an
instruction when something is prefetched?

Steve: A separate piece of the CPU does the prefetching at the same time as instructions
are being executed, so instructions that have already been fetched are available without
delay when the execution unit is ready to "do" them.

The effect of combining the use of registers and prefetching the instructions can be very significant. In
our example, if we use an instruction that has already been loaded, which reads data from and writes
data only to registers, the timing reduces to that shown in Figure highspeed.

Instruction execution time, using registers and prefetching (Figure highspeed)

Ti me Functi on

0O ns Read i nstruction from RAM
4_0

0 ns Read data from register4l

16 ns Execute instruction

0 ns Write result back to register42

16 ns Tota instruction execution time

As | indicated near the beginning of this chapter, the manufacturers aren't lying to us; if we design our
programs to take advantage of these (and other similar) efficiency measures taken by the
manufacturer, we can often approach the maximum theoretical performance figures. Y ou've just been
subjected to a barrage of information on how a computer works. Let's go over it again before
continuing.

Review

Three main components of the computer are of most significance to programmers: disk, RAM, and
the CPU; the first two of these store programs and data that are used by the CPU.

Computers represent pieces of information (or data) as binary digits, universally referred to as hits.
Each bit can have the value O or 1. The binary system is used instead of the more familiar decimal
system because it is much easier to make devices that can store and retrieve 1 of 2 values than 1 of 10.
Bits are grouped into sets of eight, called bytes.
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The disk uses magnetic recording heads to store and retrieve groups of afew hundred bytes on rapidly
spinning plattersin afew milliseconds. The contents of the disk are not lost when the power is turned
off, so it issuitable for more or less permanent storage of programs and data.

RAM, which is an acronym for Random Access Memory, is used to hold programs and data while
they'rein use. It is made of millions of microscopic transistors on a piece of silicon called a chip. Each
bit is stored using afew of these transistors. RAM does not retain its contents when power is removed,
so it isnot good for permanent storage. However, any byte in a RAM chip can be accessed in about 70
nanoseconds (billionths of a second), which is hundreds of thousands of times as fast as accessing a
disk. Each bytein a RAM chip can be independently stored and retrieved without affecting other
bytes, by providing the unique memory address belonging to the byte you want to access.

The CPU (also called the processor) is the active component in the computer. It is also made of
millions of microscopic transistors on a chip. The CPU executes programs consisting of instructions
stored in RAM, using data also stored in RAM. However, the CPU is so fast that even the typical
RAM accesstime of 70 nanoseconds is a bottleneck; therefore, computer manufacturers have added
both external cache and internal cache, which are faster types of memory used to reduce the amount
of time that the CPU has to wait. The internal cache resides on the same chip as the CPU and can be
accessed without delay. The external cache sits between the CPU and the regular RAM; it's faster than
the latter, but not as fast asthe internal cache. Finally, avery small part of the on-chip memory is
organized as registers, which can be accessed within the normal cycle time of the CPU, thus allowing
the fastest possible processing.

Conclusion

In this chapter, we've covered alot of material on how a computer actually works. Asyou'll see, this
background is essential if you're going to understand what really happensinside a program. In the
next chapter, we'll get to the "real thing": how to write a program to make all this hardware do
something useful.

Answers to Exercises

1. Hexadecimal arithmetic
a 48

Y ou probably won't be surprised to hear that Susan didn't care much for this answer originally. Here's
the discussion on that topic:

Susan: Problem la. My answer is 38. Why? My own personal way of thinking: If a=
10right?andif e=14andif 1 * 10=10and if 2* 14 = 28 then if you add 10 + 28 you
get 38. So please inform me how you arrived at 48? | didn't bother with the rest of the
problems. If | couldn't get the first one right, then what was the point?
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Steve: Here's how you do this problem:
1(1* 16) + a(10* 1)
2(2* 16) + e(14 * 1)
3(3* 16) + 18(24* 1=1* 16+ 8* 1)
Carry the 1 from the low digit to the high digit of the answer, to produce:
4(4* 16) + 8(8 * 1), or 48 hex, which isthe answer.
b. 2a
c.3e
2. Binary arithmetic
a 1011
b. 10000
c. 111
3. 32768 decimal, or 8000 in hex
4. -32768, or 8000 in hex

Why is the same hex value rendered here as -32768, while it was 32768 in question 3? The only
difference between shor t andunsi gned short variablesishow their values are interpreted. In
particular, shor t variables having values from 8000h to ffffh are considered negative, while

unsi gned short vauesin that range are positive. That's why the range of short valuesis-
32768 to +32767, whereasunsi gned short variables can range from O to 65535.

Foothotes

1. Some people believe that you should learn C before you learn C++. Obviously, I'm not one of
those people; for that matter, neither is the inventor of C++, Bjarne Stroustrup. On page 169 of
his book, The Design and Evolution of C++, he says"Learn C++ first. The C subset is easier
to learn for C/C++ novices and easier to use than C itself."

2. The concept I'm referring to is the pointer, in case you want to make a note of it here.

3. Whenever | refer to a computer, | mean a modern microcomputer capable of running MS-

http://www.steveheller.com/whos/hardware.htm (37 of 41) [2003-5-31 17:50:37]



Who's Afraid of C++? - the WWW version

10.
11.

12.

13.

DOS; these are commonly referred to as PCs. Most of the fundamental concepts are the same
in other kinds of computers, but the details differ.

Although it's entirely possible to program without ever seeing the inside of a computer, you
might want to look in there anyway, just to see what the CPU, RAM chips, disk drives, etc.,
look like. Some familiarization with the components would give you a head start if you ever
want to expand the capacity of your machine.

Other hardware components can be important to programmers of specialized applications; for
example, game programmers need extremely fine control on how information is displayed on
the monitor. However, we have enough to keep us busy learning how to write general data-
handling programs; you can always learn how to write games later, if you're interested in doing
SO.

Technicaly, thisisahard disk, to differentiate it from a floppy disk, the removable storage
medium often used to distribute software or transfer files from one computer to another.
Although at one time, many small computers used floppy disks for their main storage, the
tremendous decrease in hard disk prices means that today even the most inexpensive computer
stores programs and data on a hard disk.

The heads have to be as close as possible to the platters because the influence of a magnet
(called the magnetic field) drops off very rapidly with distance. Thus, the closer the heads are,
the more powerful the magnetic field is and the smaller the region that can be used to read and
write datareliably. Of course, this leaves open the question of why the heads aren't in contact
with the surface; that would certainly solve the problem of being too far away. Unfortunately,
this seemingly simple solution would not work at al. Thereis aname for the contact of heads
and disk surface while the disk is spinning, head crash. The friction caused by such an event
destroys both the heads and disk surface amost instantly.

In some old machines, bytes sometimes contained more or less than 8 bits, but the 8-bit byteis
virtually universal today.

In case you're not familiar with the A notation, the number on its right indicates how many
copies of the number to the left have to be multiplied together to produce the final result. For
example, 2"\5=2* 2* 2* 2* 2 whereas4"3 =4 * 4* 4. Of course, I've just introduced
another symbol you might not be familiar with: the * is used to indicate multiplication in
programming.

RAM is sometimes called "internal storage”, as opposed to "external storage’, that is, the disk.
Each switch is made of several transistors. Unfortunately, an explanation of how atransistor
works would take us too far afield. Consult any good encyclopedia, such as the Encyclopedia
Britannica, for this explanation.

There's also another kind of electronic storage, called ROM, for Read-Only Memory; asits
name indicates, you can read from it, but you can't writeto it. Thisis used for storing
permanent information, such as the program that allows your computer to read a small program
from your boot disk; that program, in turn, reads in the rest of the data and programs needed to
start up the computer. This process, as you probably know, is called booting the computer. In
case you're wondering where that term came from, it's an abbreviation for bootstrapping,
which is intended to suggest the notion of pulling yourself up by your bootstraps. Also, you
may have noticed that the terms RAM and ROM aren't symmetrical; why isn't RAM called
RWM, Read-Write Memory? Because that's too hard to pronounce.

To be sure, an 1100 Megabyte disk cost more than $80 in April 1997, but 1100 Megabytes of
space on the 6510 Megabyte drive | mentioned earlier would represent alittle less than $80 of
its total price of $449.
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The same disaster would happen if your system were to crash, which is not that unlikely if
you're using certain popular PC graphically oriented operating environments whose names start
with "W".

Most modern word processors can automatically save your work once in awhile, for this very
reason. | heartily recommend using this facility; it's saved my bacon more than once.

Each type of CPU has a different set of instructions, so that programs compiled for one CPU
cannot in general be run on adifferent CPU. Some CPUs, such as the very popular 80x86 ones
from Intel, fall into a"family" of CPUs in which each new CPU can execute al of the
instructions of the previous family members. This allows upgrading to a new CPU without
having to throw out all of your old programs, but correspondingly limits the ways in which the
new CPU can be improved without affecting this "family compatibility".

Y ou shouldn't get the idea from the coincidence of the Megahertz and M1PS numbers that 1
MIPS means the same as 1 MHz. It so happens that, for the 486, the fastest instructions take
one clock cycle, and only one instruction can finish executing in each clock cycle. Therefore, if
most of the instructions your program executes are one-cycle instructions, you can approach 66
MIPS on a66 MHz 486. This relationship doesn't hold in general; for example, the Pentium™
machines can execute two instructions simultaneously in some cases, and therefore a 90 MHz
Pentium can run at up to 180 MIPS in the ideal case.

In the case of MHz, Mega really means "million" (that is, 1,000,000), in contrast to itsusein
describing storage capacities. I'm sorry if thisis confusing, but it can't be helped.

1 second/226 ns per instruction = 4,424,788 instructions per second.

Aswill beillustrated in Figure highspeed.

These complementary roles played by RAM and the disk explain why the speed of thedisk is
aso illustrated in the memory hierarchy.

There are other reasons to limit the size of an external cache. For one thing, it uses alot of
power and thus produces alot of heat; thisisn't good for el ectronic components.

Here, I'm assuming that thisis a direct-mapped cache, which means that each cache "location”
can hold exactly one item. It's also possible to have a cache that stores more than oneitemina
"location", in which case one of the other items aready there will be displaced to make room
for the new one. The one selected is usually the one that hasn't been accessed for the longest
time, on the theory that it's probably not going to be accessed again soon; thisis called the least
recently used (abbreviated LRU) replacement algorithm.

Thisisfairly close to the actual way caches are used to reduce the time it takes to get
frequently used datafrom RAM (known as caching reads); reducing the time needed to write
changed values back to RAM (caching writes) is more complicated.

In case you're wondering how a small number of registers can help the speed of alarge
program, | should point out that no matter how large a program is, the vast majority of
instructions and data items in the program are inactive at any given moment. In fact, lessthan a
dozen instructions are in various stages of execution at any given time even in the most
advanced CPU available in 1997. The computer's apparent ability to run severa distinct
programs simultaneously is an illusion produced by the extremely high rate of execution of
Instructions.

All of the registers are physically similar, being just a collection of circuitsin the CPU used to
hold avalue. Asindicated here, some registers are dedicated to certain uses by the design of
the CPU, whereas others are generally usable. In the case of the general registers, which are all
functionally similar or identical, a compiler often uses them in a conventional way; this
stylized usage simplifies the compiler writer's job.
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Since RAM doesn't maintain its contents when power is turned off, anything that a program
needs to keep around for along time, such asinventory datato be used later, should be saved
on the disk. We'll see how that is accomplished in afuture chapter.

If you think that last number looks familiar, you're right: it's the number of different values that
| said could be stored in atype of numeric variable called ashor t . Thisis no coincidence;
read on for the detailed explanation.

If neither of these does what you want, don't despair. Other types of numeric variables have
different ranges; we'll go over them quickly in Appendix .

Paging Dr. Seuss. . .

In the early days of computing, base 8 was sometimes used instead of base 16, especially on
machines that used 12-bit and 36-bit registers; however, it has fallen into disuse because
almost all modern machines have 32-bit registers.

Either upper or lower case |etters are acceptable to most programs (and programmers). I'll use
lower case because such letters are easier to distinguish than upper case ones; besides, | find
them lessirritating to look at.

Please note that the ability to do binary or hexadecimal arithmetic is not essential to further
reading in this book.

I'm simplifying here. There are instructions that follow other formats, but we'll stick with the
simple ones for the time being.

Of course, the actual machine instructions being executed in the CPU don't have commas,
register names, or any other human-readable form; they consist of fixed-format sequences of
bits stored in RAM. The CPU actually executes machine language instructions rather than
assembly language ones; a program called an assembler takes care of trandating the assembly
language instructions into machine instructions. However, we can usually ignore this step,
because each assembly language instruction corresponds to one machine instruction. This
correspondence is quite unlike the relationship between C++ statements and machine
instructions, which isfar more complex.

Perhaps | should remind you that the programmer doesn't explicitly refer to the cache; you can
just use normal RAM addresses and et the hardware take care of making sure that the most
frequently referenced data ends up in the cache.

Don't blame me for the seemingly scrambled order of the codes; that's the way Intel's CPU
architects assigned them to registers when they designed the 8086 and it's much too late to
change them now. Luckily, we amost never have to worry about their values, because the
assembler takes care of the trandation of register names to register addresses.

If we want to be able to access more than 64 Kilobytes worth of data, which is necessary in
most modern programs, we'll need even more room to store addresses.

WE'I go into this whole notion of using registers to represent and manipulate variablesin
grotesgue detail in Chapter basics.htm.

Since the instruction is already in the prefetch queue, this step doesn't count against the
execution time. Hence the 0 in the time column.

Thistimeisincluded under "Execute instruction”.

Thistimeisincluded under "Execute instruction”.

Comment on this book!
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Basics of Programming

Creative Programming?

After that necessary detour into the workings of the hardware, we can now resume our regularly scheduled explanation of the
creative possibilities of computers. It may sound odd to describe computers as providing grand scope for creative activities:
Aren't they monotonous, dull, unintelligent, and extremely limited? Y es, they are. However, they have two redeeming virtues
that make them ideal as the canvas of invention: They are extraordinarily fast and spectacularly reliable. These characteristics
allow the creator of a program to weave intricate chains of thought and have a fantastic number of steps carried out without fail.
WEe'll begin to explore how thisis possible after we go over some definitions and objectives for this chapter.

Definitions

Anidentifier isauser defined name; variable names are identifiers. Identifiers must not conflict with keywords such asi f and
whi | e; for example, you cannot create a variable with the namewhi | e.
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A keyword isaword defined in the C++ language, such asi f andwhi | e. Itisillegal to define an identifier such asavariable
name that conflicts with a keyword.

Objectives of This Chapter

By the end of this chapter, you should

Understand what a program is and have some idea how a program works.

Understand how to get information into and out of a program.

Understand how to usei f and whi | e to control the execution of a program.t

Understand how a portion of a program can be marked off so that it will be treated as one unit.
Be able to read and understand a simple program I've written in C++.

arwDdNPE

Speed Demon

The most impressive attribute of modern computers, of course, is their speed; as we have aready seen, thisis measured in MIPS
(millions of instructions per second).

Of course, raw speed is not very valuable if we can't rely on the results we get. ENIAC, one of the first electronic computers,
had afailure every few hours, on the average; since the problems it was used to solve took about that much time to run, the
likelihood that the results were correct wasn't very high. Particularly critical calculations were often run several times, and if the
users got the same answer twice, they figured it was probably correct. By contrast, modern computers are almost
incomprehensibly reliable. With almost any other machine, afailure rate of one in every million operations would be considered
phenomenally low, but a computer with such afailure rate would make dozens of errors per second.2

Blaming It on the Computer

On the other hand, if computers are so reliable, why are they blamed for so much that goes wrong with modern life? Who
among us has not been the victim of an erroneous credit report, or abill sent to the wrong address, or been put on hold for along
time because "the computer is down"? The answer isfairly simple: It's almost certainly not the computer. More precisely, it's
very unlikely that the CPU was at fault; it may be the software, other equipment such as telephone lines, tape or disk drives, or
any of the myriad "peripheral devices' that the computer uses to store and retrieve information and interact with the outside
world. Usualy, it's the software; when customer service representativestell you that they can't do something obviously
reasonable, you can count on its being the software. For example, | once belonged to a 401K plan whose administrators
provided statements only every three months, about three months after the end of the quarter; in other words, in July | found out
how much my account had been worth at the end of March. The only way to estimate how much | had in the meantime was to
look up the share valuesin the newspaper and multiply by the number of shares. Of course, the mutual fund that issued the
shares could tell its shareholders their account balances at any time of the day or night; however, the company that administered
the 401K plan didn't bother to provide such a service, as it would have required doing some work.3 Needless to say, whenever |
hear that "the computer can't do that" as an excuse for such poor service, | reply "Then you need some different programmers.”

That Does Not Compute

All of this emphasis on computation, however, should not blind us to the fact that computers are not solely arithmetic engines.
The most common application for which PCs are used is word processing, which is hardly a hotbed of arithmetical calculation.
While we have so far considered only numeric data, thisis a good illustration of the fact that computers also deal with another
kind of information, which is commonly referred to by the imaginative term nonnumeric variables. Numeric variables are
those suited for use in calculations, such asin totalling a set of weights. On the other hand, nonnumeric data are items that are
not used in calculations like adding, multiplying, or subtracting: Examples are names, addresses, telephone numbers, Socia
Security numbers, bank account numbers, or drivers license numbers. Note that just because something is called a number, or
even is composed entirely of the digits 0-9, does not make it numeric data by our standards. The question is how theitemis
used. No one adds, multiplies, or subtracts drivers license numbers, for example; they serve solely asidentifiers and could just
as easily have lettersin them, as indeed some do.
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For the present, though, let's stick with numeric variables. Now that we have defined a couple of types of these variables,

short andunsi gned short, what can we do with them? To do anything with them, we have to write a C++ program,
which consists primarily of alist of operations to be performed by the computer, along with directions that influence how these
operations are to be translated into machine instructions. This raises an interesting point: Why does our C++ program have to be
trandlated into machine instructions? Isn't the computer's job to execute (or run) our program?

Lost in Translation

Yes, but it can't run a C++ program. The only kind of program any computer can run is one made of machine instructions; thisis
called amachine language program, for obvious reasons. Therefore, to get our C++ program to run, we have to trandate it into
amachine language program. Don't worry, you won't have to do it yourself; that's why we have a program called a compiler .4
The most basic tasks that the compiler performs are the following:
1. Assigning memory addresses to variables. This allows usto use names for variables, rather than having to keep track of
the address of each variable ourselves.
2. Trandating arithmetic and other operations (such as +, - , etc.) into the equivalent machine instructions, including the
addresses of variables assigned in the previous step.2

Thisis probably abit too abstract to be easily grasped, so let's look at an example as soon as we have defined some terms. Each
complete operation understood by the compiler is called a statement, and ends with a semicolon (; ).€ Figure littlenumeric shows
some sample statements that do arithmetic cal culations.”

A little numeric calculation (Figure littlenumeric)
short i;
short j;
short k;

short m

j =i * 3 /1 j is now 15
k =j - 1; /! k is now 10
m=(k +j) / 5 /Il mis now5

i =i + 1; [/ i is now 6

To enter such statements in the first place, you can use any text editor that generates "plain” text files, such asthe EDIT program
that comes with DOS or Windows' Notepad. Whichever text editor you use, make sure that it produces files that contain only
what you type; stay away from programs like Windows WriteT or Word for Windows™, as they add some of their own
information to indicate fonts, type sizes, and the like to your file, which will foul up the compiler.

Once we have entered the statements for our program, we use the compiler, as indicated, to translate the programs we write into
aform that the computer can perform; as defined in Chapter prologue.htm, the form we create is called source code, sinceitis

the source of the program logic, while the form of our program that the computer can execute is called an executable program,
or just an executable for short.
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Asl've mentioned before, there are several types of variables, the shor t being only one of these types. Therefore, the compiler
needs some explanatory material so that it can tell what types of variables you're using; that's what the first four lines of our little
sample program fragment are for. Each line tells the compiler that the type of the variablei , j , k, or misshort ; that is, it can
contain values from -32768 to +32767.8 After this introductory material, we move into the list of operations to be performed.
Thisis called the executable portion of the program, asit actually causes the computer to do something when the program is
executed; the operationsto be performed, as mentioned above, are called statements. Thefirstone,i = 5; , setsthevariablei
tothevaue5. A value such as 5, which doesn't have a name, but representsitself in aliteral manner, is called (appropriately
enough) aliteral value.

Thisisas good atime as any for me to mention something that experienced C programmers take for granted but has a tendency
to confuse novices. Thisisthe choice of the = sign to indicate the operation of setting a variable to avalue, which is known
technically as assignment. Asfar as|'m concerned, an assignment operation would be more properly indicated by some symbol
suggesting movement of data, suchas5 => i ;, meaning "store the value 5 into variablei ". Unfortunately, it'stoo late to
change the notation for the assignment statement, as such a statement is called, so you'll just haveto get used to it. The =
means "set the variable on the lft to the value on the right".2 Now that I've warned you about that possible confusion, let's

continue looking at the operationsin the program. Thenextone,j = i * 3;, specifiesthat the variablej isto be set to the
result of multiplying the current value of i by the literal value 3. The one after that, kK = j - i ;, tellsthe computer to set k
to the amount by which j isgreater thani ;thatis,j - 1. Themost complicated linein our little program fragment, m = ( k

+ j) [/ 5;,caculatesmasthe sum of adding k andj and dividing the result by the literal value 5. Findly, thelinei = i
+ 1; setsi tothevalueof i plustheliteral value 1.

This last may be somewhat puzzling; how cani beequal toi + 1? Theanswer isthat an assignment statement is not an
algebraic equality, no matter how much it may resemble one. It isa command telling the computer to assign avalueto a
variable. Therefore, whati = i + 1; actualy meansis"Takethe current value of i , add 1 toit, and store the result back
intoi ." In other words, a C++ variable is a place to store avalue; the variablei can take on any number of values, but only one
at atime; any former value islost when anew oneis assigned.

This notion of assignment was the topic of quite afew messages with Susan. Let's go to the first round:

Susan: | am confused with the statementi = i + 1; whenyou have stated previously thati = 5; . So,
which oneisit? How can there be two valuesfori ?

Steve: There can't; that is, not at one time. However, i , like any other variable, can take on any number of values,
one after another. First, we set it to 5; then we set it to 1 more than it wasbefore (i + 1), soitendsup as6.

Susan: Well, the example made it ook as if the two values of i were available to be used by the computer at the
same time. They were both lumped together as executable material.

Steve: After thestatementi = 5; , and beforethestatementi = i + 1; ,thevalueofi is5. After the
statementi = i + 1;,thevalueofi is6. Thekey hereisthat avariable such asi isjust our name for some
area of memory that can hold only one value at one time. Does that clear it up?

Susan: So, itisnot like algebra? Theni isequal to an address of memory and does not really equate with a
numerical value? Well, | guessit does when you assign anumerical valuetoit. Isthat it?

Steve: Very close. A variablein C++ isn't really like an algebraic variable, which has avalue that has to be
figured out and doesn't change in a given problem. A programming language variableis just a name for a storage
location that can contain avalue.

With any luck, that point has been pounded into the ground, so you won't have the same trouble that Susan did. Now let's look at
exactly what an assignment statement does. If the value of i beforethe statementi = i + 1; is5 (for example), then that
statement will cause the CPU to perform the following steps:10

1. Takethe current valueof i (5).
2. Add oneto that value (6).
3. Storetheresult back intoi .
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After the execution of this statement, i will have the value 6.

What's Going on Underneath?

In a moment we're going to dive alittle deeper into how the the CPU accomplishesits task of manipulating data, such aswe are
doing here with our arithmetic program. First, though, it'stime for alittle pep talk for those of you who might be wondering
exactly why this apparent digression is necessary. It's because if you don't understand what is going on under the surface, you
won't be able to get past the "Sunday driver" stage of programming in C++. In some languages it's neither necessary or perhaps
even possible to find out what the computer actually does to execute your program, but C++ isn't one of them. A good C++
programmer needs an intimate acquai ntance with the internal workings of the language, for reasons which will become very
apparent when we get to Chapter string.htm. For the moment, you'll just have to take my word that working through these
intricacies is essential; the payoff for athorough grounding in these fundamental concepts of computing will be worth the
struggle.

Now let's get to the task of exploring how the CPU actually stores and manipulates datain memory. Aswe saw previously, each
memory location in RAM has a unique memory address; machine instructions that refer to RAM use this address to specify
which byte or bytes of memory they wish to retrieve or modify. Thisisfairly straightforward in the case of a 1-byte variable,
where the instruction merely specifies the byte that corresponds to the variable. On the other hand, the situation isn't quite as
simple in the case of avariable that occupies more than 1 byte. Of course, no law of nature says that an instruction couldn't
contain a number of addresses, one for each byte of the variable. However, this solution is never adopted in practice, asit would
make instructions much longer than they need to be. Instead, the address in such an instruction specifies the first byte of RAM
occupied by the variable, and the other bytes are assumed to follow immediately after the first one. For example, in the case of a
short variable, which as we have seen occupies 2 bytes of RAM, the instruction would specify the address of the first byte of
the area of RAM in which the variable is stored. However, there's one point that | haven't brought up yet: how the data for a
given variable are actually arranged in memory. For example, suppose that the contents of a small section of RAM (specified as
two hex digits per byte) look like Figure ram.value.

A small section of RAM (Figure ram.value)

Addr ess Hex byte val ue

1000 41
1001 42
1002 43
1003 44
1004 00

Also supposethat ashort variablei isstored starting at address 1000. To do much with avariable, we're going to have to load
it into ageneral register, one of the small number of named data storage locations in the CPU intended for general use by the
programmer; this proximity allows the CPU to operate on datain the registers at maximum speed. Y ou may recall that there are
seven generd registersin the 386 CPU (and its successors); they're named eax, ebx, ecx, edx, esi , edi , and ebp.11
Unfortunately, there's another complication here; these registers are designed to operate on 4-byte quantities, while our variable

i , being of typeshort , isonly two byteslong. Are we out of luck? No, but we do have to specify how long the variable is that
we want to load. This problem is not unique to Intel CPUs, since any CPU has to have the ability to load different-sized
variablesinto registers. Different CPUs use different methods of specifying thisimportant piece of information; in the Intel
CPUs, one way to do thisisto alter the register name.12 Aswe saw in the discussion of the development of Intel machines, we
can remove the leading e from the register name to specify that we're dealing with 2-byte values; the resulting name refers to the
lower two bytes of the 4-byte register. Therefore, if we wanted to load the value of i into register ax (that is, the lower half of
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register eax), theinstruction could be written as follows:13 nov ax, [ 1000] 14 Asusual, our resident novice Susan had some
guestions on this topic. Here is our conversation:

Susan: If you put something into 1000 that is "too big" for it, then it spills over to the next address?

Steve: Sort of. When you "put something into 1000", you have to specify exactly what it isyou're "putting in".
That is, it must be either ashor t , achar, or some other type of variable that has a defined size.

Susan: Isthat how it works? Why then is it not necessary to specify that it is going to have to go into 1000 and
10017 So what you put in isnot really in 1000 anymore, it isin 1000 and 1001? How do you refer to its REAL
address? What if thereis no room in 1001? Would it go to 2003 if that is the next available space?

Steve: Because therule isthat you always specify the starting address of any item (variable or constant) that is too
big to fit in 1 byte. The other bytes of the item are always stored immediately following the address you specify.
No bytes will be skipped when storing (or loading) one item; if the item needs 4 bytes and is to be stored starting
at 1000, it will be stored in 1000-1003.

Susan: | see. In other words, the compiler will always use the next bytes of RAM, however many need to be used
to store the item?

Steve: Right.

Who's on First?

Now | have a question for you. After we execute the assembly language statement nov ax, [ 1000] toload thevalue of i into
ax, what'sin register ax? That may seem like a silly question; the answer is obviously the value of i . Yes, but what is that
value exactly? Thefirst byte of i , at location 1000, has the value 41 hexadecimal (abbreviated 41h), and the second byte, at
location 1001, hasthe value 42h. But thevalue of i is 2 byteslong; isit 4142h or 4241h? These are clearly not the same!

That was atrick question; there's no way for you to deduce the answer with only the information I've given you so far. The
answer happens to be 4241h, because that's the way Intel decided to do it; that is, the low part of the value is stored in the byte of
RAM where the variable starts. Some other CPUs do it the opposite way, where the high part of the value is stored in the byte of
RAM where the variable starts; thisis called big-endian, since the big end of the valueisfirst, while the Intel way is
correspondingly called little-endian. And some machines, such as the Power PC, can use either of these methods according to
how they are started up. This makesit easier for them to run software written for either memory orientation.

Asyou might have surmised, the same system appliesto 4-byte values; therefore, if we wrote the instruction mov

eax, [ 1000] , since were on alittle-endian machine, it would load the eax register with the value 44434241h; that is, the four
bytes 41, 42, 43, and 44 (hex) would be loaded into the eax register, with the byte having the lowest address |oaded into the low
end of the register.

Here's another example. A little-endian system would represent the number 1234 (hex) stored at address 5000 asin Figure
littleendian.

One little endian (Figure littleendian)

Addr ess Val ue

5000 34

5001 12
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whereas a big-endian system would represent the same value 1234 (hex) asillustrated in Figure bigendian.

A big endian example (Figure bigendian)

Addr ess Val ue

5000 12

5001 34

Thisreally isn't much of aproblem as long as we don't try to move data from one type of machine to another; however, when
such data transportation is necessary, dealing with mixed endianness can be area nuisance. Before going on, let's practice a bit
with this notion of how data are stored in memory.

Exercises, First Set

1. Assumethat ashort variable named z starts at location 1001 in alittle-endian machine. Using Figure basicsexl for the
contents of memory, what isthe value of z, in hex?

Exercise 1 (Figure basicsex1)

Addr ess Hex byte val ue

1000 3a
1001 43
1002 3c
1003 99
1004 00
Underware?

| can almost hear the wailing and tooth gnashing out there. Do | expect you to deal with all of these instructions and addresses
by yourself? Y ou'll undoubtedly be happy to learn that thisisn't necessary, as the compiler takes care of these details. However,
if you don't have some idea of how a compiler works, you'll be at a disadvantage when you're trying to figure out how to make it
do what you want. Therefore, we're going to spend the next few pages "playing compiler”; that is, I'll examine each statement
and indicate what action the compiler might take as aresult. I'll simplify the statements a bit to make the explanation smpler;
you should still get the idea. Figure reallylittle illustrates the set of statementsthat I'll compile:1>

A really little numeric calculation (Figure reallylittle)
short i;

short j;
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Compiler's Eye View
Here are the rules of this game:

All numbersin the C++ program are decimal; all addresses and numbersin the machine instructions are hexadecimal .16
All addresses are 2 bytes long.1?

Variables are stored at addresses starting at 1000.

Machine instructions are stored at addresses starting at 2000.18

A number not enclosed in[ ] isaliteral value, which represents itself. For example, the instruction nov ax, 1000
means to move the value 1000 into the ax register.

A number enclosed in[ ] isan address, which specifies where data are to be stored or retrieved. For example, the
instruction nov ax, [ 1000] meansto move 2 bytes of data starting at location 1000, not the value 1000 itself, into the
ax register.

g wbd

IS

Now, let's start compiling. The first statement, short i ; tells meto alocate storage for a 2-byte variable called i that will be
treated assi gned (because that's the default). Since no value has been assigned to this variable yet, the resulting "memory
map" looks like Figure compilel.

Compiling, part 1 (Figure compilel)

Addr ess Sour ce code vari abl e nane

1000 [

Asyou might have guessed, this exercise was the topic of a considerable amount of discussion with Susan. Here's how it started:

Susan: So thefirst thing we do with avariable isto tell the address that its nameisi , but no one is home, right? It
has to get ready to accept avalue. Could you put avalue in it without naming it, just saying address 1000 has a
value of 5? Why does it haveto becaledi first?

Steve: The reason that we use hames instead of addresses is because it's much easier for people to keep track of

names than it isto keep track of addresses. Thus, one of the main functions of a compiler isto alow usto use
names that are translated into addresses for the computer's use.

The second statement, short | ; tellsmeto allocate storage for a 2-byte variable called j that will betreated assi gned
(because that's the default). Since no value has been assigned to this variable yet, the resulting "memory map" looks like Figure
compile2.

Compiling, part 2 (Figure compile2)

Addr ess Source code vari abl e nane

1000 i
1002 j

Here's the exchange about this step:
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Susan: Why isn't the addressfor j 1001?

Steve: Becauseashort is2 bytes, not 1. Therefore, if i isat address 1000, j can't start before 1002; otherwise,
the second byte of i would have the same address as the first byte of j, which would cause chaos in the program.
Imagine changingi and havingj change by itself.

Susan: Okay. | just thought that each address represented 2 bytes for some reason. Then in reality each address
aways hasjust 1 byte?

Steve: Every byte of RAM has a distinct address, and there is one address for each byte of RAM. However, it is
often necessary to read or write more than one byte at atime, asin the case of ashor t , whichis2 bytesin
length. The machine instructions that read or write more than 1 byte specify only the address of the first byte of
the item to be read or written; the other byte or bytes of that item follow the first byte immediately in memory.

Susan: Okay, thisiswhy | was confused. | thought when you specified that the RAM address 1000 was a
short (2 bytes), it just made room for 2 bytes. So when you specify address 1000 asashor t , you know that
1001 will also be occupied with what you put in 2000.

Steve: Or to be more precise, location 1001 will contain the second byte of theshor t valuethat startsin byte
1000.

The next lineis blank, so we skip it. Thisbrings usto the statementi = 5; whichisan executable statement, so we need to
generate one or more machine instructions to execute it. We have already assigned address 1000 to i , so we have to generate
instructions that will set the 2 bytes at address 1000 to the value that represents 5. One way to do thisisto start by setting ax to
5, by theinstruction nov ax, 5, then storing the contents of ax (5, of course) into the location where the value of i is kept,
namely 1000, viatheinstruction rov [ 1000] , ax.

Figure compile3 shows what our "memory map" looks like so far.
Compiling, part 3 (Figure compile3)

Addr ess Vari abl e Nane

1000 [

1002 ]

Addr ess Machi ne I nstruction Assenbl y Language

Equi val ent

T I T ue ey +

2000 | b8 05 00 | nmov ax, 5
o e e e e e e e o +

2003 | a9 00 10 | nov [ 1000], ax
o e e e e e oo o +

Here's the next installment of my discussion with Susan on thistopic:
Susan: When you use ax in an instruction, that is aregister, not RAM?
Steve: Yes.

Susan: How do you know you want that register and not another one? What are the differencesin the registers?Is
ax thefirst register that datawill go into?

Steve: For our current purposes, all of the 16-bit general registers (ax, bx, cx, dx, si , di , bp) are the same.
Some of them have other uses, but all of them can be used for simple arithmetic such as we're doing here.

http://www.steveheller.com/whos/basics.htm (9 of 38) [2003-5-31 17:50:48]



Who's Afraid of C++? - the WWW version

Susan: How do you know that you are not overwriting something more important than what you are presently
writing?

Steve: In assembly language, the programmer has to keep track of that; in the case of a compiled language, the
compiler takes care of it instead, which is another reason to use a compiler rather than writing assembly language
programs yourself.

Susan: If it overwrites, you said important data will go somewhere else. How will you know where it went? How
doesit know whether what is being overwritten isimportant? Wait. If something is overwritten, it isn't gone, isit?
It isjust moved, right?

Steve: The automatic movement of data that you're referring to applies only to cached data being transferred to
RAM. That is, if adlot in the cache is needed, the datathat it previously held is written out to RAM without the
programmer’'s intervention. However, the content of registersis explicitly controlled by the programmer (or the
compiler, in the case of acompiled language). If you write something into aregister, whatever was there before is
gone. So don't do that if you need the previous contents!

Susan: How do you know that 5 will require 2 bytes?

Steve: In C++, becauseit'sashor t . In assembly language, because I'm loading it into ax, which is a 2-byte
register.

Susan: Why do the the variable addresses start at 1000 and the machine addresses start at 20007?

Steve: It'sarbitrary; | picked those numbers out of the air. In areal program, the compiler decides where to put
things.

Susan: What do you mean by machine address? What is the machine? Where are the machine addresses?

Steve: A machine addressis a RAM address. The machine is the CPU. Machine addresses are stored in the
instructions so the CPU knows which RAM location we're referring to.

Susan: We talked about storing instructions before; is this what we are doing here? Are those instructions the
"machine instructions'?

Steve: Yes.

Susan: Now, this may sound like avery dumb question, but please tell me where 5 comes from? | mean if you are
going to move the value of 5 into the register ax, whereis 5 hiding to take it from and to put it in ax? Isit stored
somewhere in memory that has to be moved, or isit simply afunction of the user just typing in that value?

Steve: It isstored in theinstruction as aliteral value. If you look at the assembly language illustration on page ,
you will seethat themov ax, 5 instruction tranglates into the three bytesb8 05 00; the05 00 isthe5in
"little-endian” notation.

Susan: Now, what is so magical about ax (or any register for that matter) that will transform the address 1000 to
hold the value of 5?

Steve: Theregister doesn't do it; the execution of the instruction nov [ 1000] , ax iswhat sets the memory
starting at address 1000 to the value 5.

Susan: What are those numbers supposed to be in the machine instruction box? Those are bytes? Bytes of what?
Why are they there? What do they do?

Steve: They represent the actual machine language program asit is executed by the CPU. Thisis where "the
rubber meets the road". All of our C++ or even assembly language programs have to be translated into machine
language before they can be executed by the CPU.

http://www.steveheller.com/whos/basics.htm (10 of 38) [2003-5-31 17:50:48]



Who's Afraid of C++? - the WWW version

Susan: So thisiswhere5 comes from? | can't believe that there seems to be more code. What is b8 supposed to
be? Isit some other type of machine language?

Steve: Machine language is exactly what it is. The first byte of each instruction isthe "operation code", or "op
code" for short. That tells the CPU what kind of instruction to execute; in this case, b8 specifies a'load register
ax with aliteral value" instruction. Theliteral value isthe next 2 bytes, which represent the value 5 in "little-
endian" notation; therefore, the full trandation of the instruction is "load ax with the literal value 5".

Susan: So that isthe "op code'? Okay, this makes sense. | don't like it, but it makes sense. Will the machine
instructions always start with an op code?

Steve: Yes, there's always an op code first; that's what tells the CPU what the rest of the bytesin the instruction
mean.

Susan: Then | noticed that the remaining bytes seem to hold either aliteral value or a variable address. Are those
the only possibilities?

Steve: Those are the ones that we will need to concern ourselves with.
Susan: | don't understand why machine addresses aren't in 2-byte increments like variable addresses.

Steve: Variable addresses aren't always in 2-byte increments either; it just happensthat shor t variables take up 2
bytes. Other kinds of variables can and often do have other lengths.

Susan: So even though variable addresses are the same as instruction addresses they really aren't because they
can't share the same actual address. That is why you distinguish the two by starting the instruction addresses at
2000 in the example and variable addresses at 1000, right?

Steve: Right. A particular memory location can hold only one dataitem at atime. Asfar as RAM is concerned,
machine instructions are just another kind of data. Therefore, if a particular location is used to store one dataitem,
you can't store anything else there at the same time, whether it's instructions or data.

Thelast statement,j = i + 3; isthe most complicated statement in our program, and it's not that complicated. As with the
previous statement, it's executable, which means we need to generate machine instructions to execute it. Because we haven't
changed ax since we used it toinitialize the variablei with the value 5, it still has that value. Therefore, to calculate the value
of j , wecanjust add 3 to the valuein ax by executing theinstruction add ax, 3. After the execution of thisinstruction, ax
will containi  + 3. Now all we haveto do isto storethat valueinj . Asindicated in the trandation of the statement shor t

j ; the address used to hold thevalue of j is1002. Therefore, we can setj tothevaluein ax by executing the instruction nov
[ 1002], ax.

Figure compile4 shows what the "memory map" looks like now.
Compiling, part 4 (Figure compile4)

Addr ess Vari abl e Nane

1000 [
1002 ]
Addr ess Machi ne I nstruction Assenbly Language
Equi val ent
o e e e +
2000 | b8 05 00 | nov ax, 5
o e e e e e e e oo +
2003 | a9 00 10 | nov [ 1000], ax
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o a +
2006 | 05 03 00 | add ax, 3
om e e +
2009 | a9 02 10 | mov [ 1002], ax
e e e aaa +

By the way, don't be misled by this example into thinking that all machine language instructions are 3 bytes in length. It'sjust a
coincidence that al of the ones I've used here are of that length. The actual size of an instruction on the Intel CPUs can vary
considerably, from 1 byte to a theoretical maximum of 12 bytes. Most instructions in common use, however, range from 1to 5
bytes.

Here's the rest of the discussion that we had about this little exercise:
Susan: In this case mov means add, right?

Steve: No, nov means "move" and add means "add". When wewritenbv ax, 5, it means "move the value 5
into the ax register". Theinstruction add ax, 3 means "add 3 to the current contents of ax, replacing the old
contents with this new value".

Susan: So you're noving 5 but adding 3? How do you know when to use mov and when to use add if they both
kind of mean the same thing?

Steve: It depends on whether you want to replace the contents of aregister without reference to whatever the
contents were before (mov) or add something to the contents of the register (add).

Susan: OK, hereiswhat gets me: how do you get from address 1000 and i =5 to ax? No, that's not it; | want you
to tell me what is the relationship between ax and address 1000. | see ax as aregister and that should contain the
addresses, but here you are adding ax to the address. This doesn't make sense to me. Where are these places? Is
address 1000 in RAM?

Steve: The ax register doesn't contain an address. It contains data. After the instruction mov ax, 5, ax contains
the number 5. After the instruction nov [ 1000] , ax, memory location 1000 contains a copy of the 2-byte
valuein register ax; in this case, that isthe value of theshor t variablei .

Susan: So do the machine addresses represent actual bytes?

Steve: The machine addresses specify the RAM locations where data (and programs) are stored.

Execution Is Everything

Having examined what the compiler does at compile time with the preceding little program fragment, the next question is what
happens when the compiled program is executed at run time. When we start out, the sections of RAM we're concerned with will
look like Figure ram1.

Before execution (Figure ram1)

Regi st er Contents
ax ??
Addr ess Cont ent s Vari abl e Nane

o e e e e e e e oo +

1000 | ?? ?? | i
o e e e e e e e oo +

1002 | ?? ?? | j
o e e e oo +
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Addr ess Machi ne I nstruction Assenbl y Language
Equi val ent
S S +
* 2000 | b8 05 00 | nov ax, 5
Fom e +
2003 | a9 00 10 | nov [ 1000], ax
e +
2006 | 05 03 00 | add ax, 3
. +
2009 | a9 02 10 | nmov [ 1002], ax
e +

First, a couple of rulesfor this part of the "game":

1. The asterisk on the left of the lower block indicates the next instruction to be executed.
2. We put ??in the variable and register contents to start out with, to indicate that we haven't stored anything in them yet,
and so we don't know what they contain.

Now let's start executing the program. The first instruction, nov ax, 5, aswe saw earlier, means "set the contents of ax to the
valueb5".

Here'sthe situation after nov ax, 5 is executed:

Regi st er Contents
ax 5
Addr ess Contents Vari abl e Nane
o e e e m oo +
1000 | ?? ?? | [
Fom e e e e e e oo +
1002 | 1?7 ?? | i
o e e e e e e e oo +
Addr ess Machi ne I nstruction Assenbl y Language
Equi val ent
o e e e e e e e oo +
2000 | b8 05 00 | nov ax, 5
Fom e e e e e e oo +
* 2003 | a9 00 10 | nov [1000], ax
o e e e e e e e oo +
2006 | 05 03 00 | add ax, 3
o e e e oo oo +
2009 | a9 02 10 | nmov [ 1002], ax
o e e e m oo +

Asyou can see, executing nov ax, 5 has updated the contents of ax, and we've advanced to the next instruction.

When we have executed the next instruction, nov [ 1000] , ax, the situation looks like this:

Regi st er Contents
ax 5
Addr ess Cont ent s Vari abl e Nane
Fom e e e e e e oo +
1000 | 05 00 | i
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Fom e e e e e e oo +
1002 | ?? ?? | ]
o e e e e e e e oo +
Addr ess Machi ne I nstruction Assenbl y Language
Equi val ent
Fom e e e e e e oo +
2000 | b8 05 00 | nov ax, 5
Fom e e e e e e oo +
2003 | a9 00 10 | nov [ 1000], ax
o e e e e e e e oo +
* 2006 | 05 03 00 | add ax, 3
o e e e oo +
2009 | a9 02 10 | nmov [ 1002], ax
o e e e m oo +

The situation after executing nov [ 1000] , ax isjust like the previous situation, except that the contents of location 1000
are now known, and of course we have moved to the next instruction.

Here's the result after the next instruction, add ax, 3, is executed:

Regi st er Contents
ax 8
Addr ess Contents Vari abl e Name
. +
1000 | 05 00 | [
oo e +
1002 | ?? ?? | ]
Fom e +
Addr ess Machi ne I nstruction Assenmbl y Language
Equi val ent
oo e +
2000 | b8 05 00 | nov ax, 5
e +
2003 | a9 00 10 | nov [ 1000], ax
e +
2006 | 05 03 00 | add ax, 3
. +
* 2009 | a9 02 10 | nmov [1002], ax
e +

As expected, add ax, 3 hasincreased the contents of ax by the value 3, leaving the result of 8. Now we're ready for the final
instruction.

Here's the situation after the final instruction, nov [ 1002] , ax, has been executed:

Regi st er Contents
ax 8
Addr ess Cont ent s Vari abl e Nane
o e e e e e e e oo +
1000 | 05 00 | i
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Fom e e e e e e oo +
1002 | 08 00 | ]
o e e e e e e e oo +
Addr ess Machi ne I nstruction Assenbl y Language
Equi val ent
o e e e e e e e oo +
2000 | b8 05 00 | nov ax, 5
Fom e e e e e e oo +
2003 | a9 00 10 | nov [ 1000], ax
o e e e e e e e oo +
2006 | 05 03 00 | add ax, 3
o e e e oo oo +
2009 | a9 02 10 | nmov [ 1002], ax
o e e e m oo +

After executing the final instruction, mov [ 1002] , ax, thevariablei hasthevalue5 and the variablej hasthe vaue 8.

A Cast of Characters

This should give you some idea of how numeric variables and values work. But what about nonnumeric ones?

This brings us to the subject of two new variable types and the values they can contain. These are the char (short for
"character") and its relative, the st r i ng. What are these good for, and how do they work?19 A variable of type char
corresponds to 1 byte of storage. Since a byte has 8 bits, it can hold any of 256 (2°8) values; the exact values depend on whether
itissi gned or unsi gned, aswiththeshor t variables we have seen before. Going strictly according to this description, you
might get the ideathat achar isjust a"really short" numeric variable. A char indeed can be used for this purpose in cases
where no more than 256 different numeric values are to be represented. In fact, this explains why you might want asi gned
char . Such avariable can be used to hold numbers from -128 to +127; anunsi gned char , on the other hand, has arange
from O to 255. Thisfacility isn't used very much any more, but in the early days of C, memory was very expensive and scarce,
so it was sometimes worth the effort to use 1-byte variables to hold small values.

However, the main purpose of achar isto represent an individual letter, digit, punctuation mark, "special character” (e.g., $,
@, #, %, and so on) or one of the other "printable" and displayable units from which words, sentences, and other textual data
such asthis paragraph are composed.20 The 256 different possibilities are plenty to represent any character in English, aswell as
anumber of other European languages; in fact, thisis one of the main reasons that there are 8 bitsin a byte, rather than some
other number.

Of course, the written forms of "ideographic” languages such as Chinese and Korean consist of far more than 256 characters, so
1 byteisn't going to do the trick for these languages. While they have been supported to some extent by schemes that switch
among a number of sets of 256 characters each, such clumsy approaches to the problem made programs much more complicated
and error prone. Asthe international market for software isincreasing rapidly, it has become more important to have a
convenient method of handling large character sets; as aresult, a standard method of representing the characters of such
languages by using 2 bytes per character has been developed. It's called the "Unicode standard”. There's even a proposed
solution that uses 32 bits per character, for the day when Unicode doesn't have sufficient capacity; that should take care of any
languages that alien civilizations might introduce to our planet.

Since one char isn't good for much by itself, we often use groups of them, called st r i ngs, to make them easier to handle. Just
as with numeric values, these variables can be set to literal values, which represent themselves. Figure characters is an example

of how to specify and use each of these types we've just encountered. Thisisthe first complete program we've seen, so there are
acouple of new constructs that I'll have to explain to you.

By the way, in case the program in Figure characters doesn't seem very useful, that's because it isn't; it's just an example of the

syntax of defining and using variables and literal values. However, we'll use these constructs to do useful work later, so going
over them now isn't awaste of time.
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Some real char acters and st ri ngs (code\basic00.cc) (Figure characters)

code/basic00.cc

Why do we need theline#i ncl ude "stri ng6. h" ?Because we have to tell the compiler how to manipulate st r i ngs.
They aren't built in to its knowledge base. For the moment, it's enough to know that the contents of thefilest ri ng6. h are
needed to tell the compiler how to use st r i ngs; we'll get into the details of this mechanism later, starting in Chapter

string.htm.

However, since we're already on the subject of files, thiswould be a good time to point out that the two main types of filesin
C++ are implementation files (also known as source files), which in our case have the extension . cc, and header files, which by
convention have the extension . h.21 Implementation files contain statements that result in executable code, while each header
file contains information that allows us to access a set of language features. ain. We'll get into thisin more detail in Chapter
function.htm. For now, you'll just have to take my word that this is necessary; | promise I'll explain what it really means when

you have enough background to understand the explanation.

Y ou may also be puzzled by the function of the other statements in this program. If so, you're not alone. Let's see the discussion
that Susan and | had about that topic.

Susan: Okay, in the example why did you haveto writec2 = c1; ? Why not B? Why make one thing the same
thing as the other? Make it different. Why would you even want c2=c1; and not just say c1 twice, if that iswhat
you want?

Steve: It's very hard to think up examples that are both simple enough to explain and realistic enough to make
sense. You'reright that this example doesn't do anything useful; I'm just trying to introduce what both the char
typeandthest r i ng typelook like.

Susan: Cometo think of it, what doesc1=" A' ; haveto dowiththe statementsl= "This is a test ";?
| don't see any relationship between one thing and the other.

Steve: Thisisthe same problem as the last one. They have nothing to do with one another; I'm using an
admittedly contrived example to show how these variables are used.

Susan: | am glad now that your example of char sand st r i ngs (put together) didn't make senseto me. That is
progress; it wasn't supposed to.

What does this useless but hopefully instructive program do? Asis always the case, we have to tell the compiler what the types
of our variables are before we can use them. In thiscase, c1 and c2 are of type char , whereass1 and s2 arest ri ngs. After
taking care of these formalities, we can start to use the variables. In the first executable statement,c1 = ' A" ; we set the
char variable c1 to aliteral value, in this case a capital A; we need to surround this with single quotation marks (' ) to tell the
compiler that we mean the letter A rather than avariable named A. Inthenext line,c2 = c1; weset c2 to the samevalue as
c1 holds, which of courseis' A" inthiscase. The next executable statementsl = "This is a test "; asyoumight
expect, setsthe st ri ng variables1 tothevalue"This is a test ", 2whichisaliteral of atypecaled aC string. Don't
confuse a C string literal withast ri ng. A C string literal isatype of literal that we use to assign values to variables of type
string.Inthestatementsl = "This is a test "; weuseaquotation mark, in this case the double quote ("), to tell
the compiler where the literal value starts and ends.

Y ou may be wondering why we need two different kinds of quotes in these two cases. The reason is that there are actually two
types of nonnumeric data, fixed-length data and variable-length data. Fixed-length data are relatively easy to handlein a
program, as the compiler can set aside the correct amount of space in advance. Variables of type char are 1 byte long and can
thus contain exactly one character; as aresult, when we set achar to aliteral value, aswedointhelinecl = ' A'; thecode
that executes that statement has the simple task of copying exactly 1 byte representing the literal * A" to the address reserved for
variablec1.23

However, C string literalssuchas” This is a test " arevariable-length data, and dealing with such dataisn't so easy.
Since there could be any number of charactersin a C string, the code that does the assignment of aliteral valuelike" This i s
a test " toastring variable hasto have someway to tell where the literal value ends. One possible way to provide this
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needed information would be for the compiler to store the length of the C string literal in the memory location immediately
before the first character in the literal. | would prefer this method; unfortunately, it is not the method used in the C language (and
its descendant the C++ language). To be fair, the inventors of C didn't make an arbitrary choice; they had reasons for their
decision on how to indicate the length of a string. Y ou see, if we were to reserve only 1 byte to store the actua length in bytes of
the character datain the string, then the maximum length of a string would be limited to 255 bytes. Thisis because the
maximum value that could be stored in the length byte, asin any other byte, is 255. Thus, if we had a string longer than 255
bytes, we would not be able to store the length of the string in the 1 byte reserved for that purpose. On the other hand, if we were
to reserve 2 bytes for the length of each string, then programs that contain many strings would take more memory than they
should.

While the extra memory consumption that would be caused by using a 2-byte length code may not seem significant today, the
situation was considerably different when C was invented. At that time, conserving memory was very important; the inventors
of C therefore chose to mark the end of a C string by a byte containing the value 0, which is called a null byte.24 This solution
has the advantage that only one extra byte is needed to indicate the end of a C string of any length. However, it also has some
serious drawbacks. First, this solution makes it impossible to have a byte containing the value 0 in the middle of a C string, as all
of the C string manipulation routines would treat that null byte as being the end of the C string. Second, it isanontrivial
operation to determine the length of a C string; the only way to do it isto scan through the C string until you find anull byte. As
you can probably tell, I'm not particularly impressed with this mechanism; nevertheless, asit has been adopted into C++ for
compatibility with C, we're stuck with it for literal stringsin our programs.22 Therefore, the literal string " ABCD" would occupy
5 bytes, 1 for each character, and 1 for the null byte that the compiler adds automatically at the end of the literal. But we've
skipped one step: How do we represent characters in memory? There's no intuitively obvious way to convert the character * A
into avalue that can be stored in 1 byte of memory.

The answer, at least for our purposes in English, is called the ASCI1 code standard. This stands for American Standard Code for
Information Interchange, which as the name suggests was invented precisely to allow the interchange of data between different
programs and makes of computers. Before the invention of ASCII, such interchange was difficult or impossible, since every
manufacturer made up its own code or codes. Here are the specific character codes that we have to be concerned with for the
purposes of this book:

1. The codesfor the capital letters start with hex 41 for * A" , and run consecutively to hex 5afor* Z'
2. The codes for the lower case letters start with hex 61 for ' a' , and run consecutively to hex 7afor ' z' .26
3. The codes for the numeric digits start with hex 30 for ' 0' , and run consecutively to hex 39 for' 9' .

Given these rules, the memory representation of the string " ABCD" might look something like Figure abcd.

Yet another small section of RAM (Figure abcd)

Addr ess Hex val ue

1000 41

1001 42

1002 43

1003 44

1004 00 (null byte; that is, end of C string)

Now that we see how strings are represented in memory, | can explain why we need two kinds of quotes. The double quotes tell
the compiler to add the null byte at the end of the string literal, so that when the assignment statements1 = "This is a
test "; isexecuted, the program knows when to stop copying the valueto the st ri ng variable.
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A Byte by Any Other Name. . .

Have you noticed that I've played allittle trick here? The illustration of the string " ABCD" should look a bit familiar; its memory
contents are exactly the same as in Figure ram.value, where we were discussing numeric variables. | did thisto illustrate an
important point: the contents of memory actually consists of uninterpreted bytes, which have meaning only when used in a
particular way by aprogram. That is, the same bytes can represent numeric data or characters, depending on how they are
referred to.

Thisisone of the main reasons why we need to tell the C++ compiler what types our variables have. Some languages allow
variables to be used in different ways at different times, but in C++ any given variable always has the same type; for example, a
char variable can't changeinto ashort . At first glance, it seemsthat it would be much easier for programmers to be able to
use variables any way they like; why is C++ so restrictive?

The C++ type system, as this feature of alanguage is called, is specifically designed to minimize the risk of misinterpreting or
otherwise misusing a variable. It's entirely too easy in some languages to change the type of a variable without meaning to; the
resulting bugs can be very difficult to find, especially in alarge program. In C++, the usage of a variable can be checked by the
compiler. This static type checking allows the compiler to tell you about many errors that otherwise would not be detected until
the program is running (dynamic type checking). Thisis particularly important in systems that need to run continuously for
long periods of time. While you can reboot your machine if your word processor crashes due to arun-time error, thisis not
acceptable as a solution for errors in the telephone network, for example.

Of course, you probably won't be writing programs demanding that degree of reliability any time soon, but strict static type
checking is still worthwhile in helping eliminate errors at the earliest possible stage in the development of our programs.

Some Strings Attached

After that infomercial for the advantages of static type checking, we can resume our examination of strings. Y ou may have
noticed that there's a space character at theend of thestring” This is a test ".That'sanother reason why we have to use
aspecia character like" (the double quote) to mark the beginning and end of a string; how else would the compiler know
whether that space is supposed to be part of the string or not? The space character is one of the nonprinting characters (or
nondisplay characters) that controls the format of our displayed or printed information; imagine how hard it would be to read
this book without space characters! While we're on the subject, | should also tell you about some other characters that have
special meaning to the compiler. They arelisted in Figure specialchar.

Special characters for program text (Figure specialchar)

Narme G aphi c Use

Si ngl e quote ' surrounds a single character val ue
Doubl e quote " surrounds a multi-character val ue
Sem col on ; ends a st atenent

Curly braces {} groups statenents together

Par ent heses () surrounds part of a statenent

27

Backdash \ Tells the compiler that the next

character should be treated
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differently from the way that
it would normally be treated.28
| compiled Figure speciachar at the instigation of guess who:

Susan: How about you line up all your cutelittle™ ' \ ; thingsand just list their meanings? | forget what they
are by thetime | get to the next one. Y our explanations of them are fine, but they are scattered all over the place; |
just want one place that has all the explanations.

Steve: That'sagood idea. As usual, you're doing a good job representing the novices; keep up the good work!

Our next task, after alittle bit of practice with the memory representation of a C string, will be to see how we get the values of
our st ri ngsto show up on the screen.

Exercises, Second Set

2. Assume that a C string literal starts at memory location 1001. If the contents of memory are asillustrated in Figure basex2,
whét is the value of the C string?

A small section of RAM (Figure basex2)

Addr ess Hex val ue
1000 44
1001 48
1002 45
1003 4c
1004 4c
1005 4f
1006 00
In and Out

Most programs need to interact with their users, both to ask them what they want and to present the results when they are
available. The computer term for thistopic is /O (short for "input/output™). We'll start by getting information from the keyboard
and displaying it on the screen; later, we'll go over the more complex 1/0O functions that allow us to read and write data on the
disk.

Figure simple.output shows how to display thetext "This is a test and so is this."aspromised. The meaning of
<< issuggested by its arrowlike shape. The information on itsright is sent to the "output target" on itsleft. In this case, we're
sending the information to one of the predefined destinations, cout , which stands for "character output".29 Characters sent to
cout aredisplayed on the screen.30
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Some simple output (code\basicOl.cc) (Figure simple.output)

code/basicOl.cc

This program will send the following output to the screen:
This is a test and so is this.

So much for (simple) output. Input from the keyboard is just as simple. Let's modify our little sample to useit, asshownin
Figure smple.input.

Some simple input and output (code\basic02.cc) (Figure simple.input)

code/basic02.cc

Asyou might have guessed, ci n (shorthand for "character input") is the counterpart to cout , as>> is the counterpart to <<;
ci n supplies characters from the keyboard to the program viathe >> operator.31 This program will wait for you to type in the
first st ri ng, ended by hitting the ENTER key, then do the same for the second st r i ng. When you hit ENTER the second
time, the program will display thefirst st r i ng, then ablank, and then the second st r i ng.

Susan had some questions about these little programs, beginning with the question of case sensitivity:

Susan: Are thewords such ascout and ci n case sensitive? | had capitalized afew of them just out of habit
because they begin the sentence and | am not sure if that was the reason the compiler gave me so many error
messages. | think after | changed them | reduced a few messages.

Steve: Everything in C++ is case sensitive. That includes keywordslikei f , f or, do, and so on, aswell as your
own variables. That is, if you have a variable called Narre and another one called nane, those are completely
different and unrelated to one another. Y ou have to write ci n and cout just asthey appear here, or the compiler
won't understand you.

If Only You Knew

In our examples so far, the program always executes the same statements in the same order. However, any rea program is going
to need to alter its behavior according to the data it is processing. For example, in a banking application, it might be necessary to
send out a hotice to a depositor whenever the balance in a particular account drops below a certain level; or perhaps the
depositor would just be charged some exorbitant fee in that case. Either way, the program has to do something different
depending on the balance. In particular, let's suppose that the "Absconders and Defaulters National Bank” has a minimum
balance of $10,000. Furthermore, let's assume that if you have less than that amount on deposit, you are charged a $20 "service
charge". However, if you are foolish enough to leave that ridiculous amount of money on deposit, then they will graciously
allow you to get away with not paying them while they're using your money (without paying you interest, of course). To
determine whether or not you should be charged for your checking account, the bank can useani f statement, asshownin
Figureif.statement.

Using an i f statement (code\basic03.cc) (Figure if.statement)

code/basic03.cc

This program starts by displaying the line

Pl ease enter your bank bal ance:

on the screen. Then it waits for you to type in your balance, followed by the ENTER key (so it knows when you're done). The

conditional statement checks whether you're a"good customer”. If your balance is less than $10,000, the next statement is
executed, which displaystheline
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Pl ease renmit $20 service charge. 32

The phrase << endl isnew here. It means "we're done with this line of output; send it out to the screen”. Y ou could also use
the special character ' \ n' , which means much the same thing; its official nameis"newline".

Now let's get back to our regularly scheduled program. If the conditionisf al se (that is, you have at least $10,000 in the bank),
the computer skips the statement that asks you to remit $20; instead, it executes the one after the el se, which tells you to have
aniceday. That'swhat el se isfor; it specifieswhat to do if the condition specified inthei f statementisf al se (that is, not

t rue). If you typed in anumber 10,000 or higher, the program would display the line

Have a ni ce day!

Y ou don't have to specify an el se if you don't want to. In that case, if thei f conditionisn'tt r ue, the program just goesto the
next statement as though the i f had never been executed.

While We're on the Subject

Thewhi | e statement is another way of affecting the order of program execution. This conditional statement executes the
statement under its control aslong as a certain conditionist r ue. Such potentially repeated execution is called aloop; aloop
controlled by awhi | e statement is called, logically enough, awhi | e loop. Figure while is a program that usesawhi | e loop

to challenge the user to guess a secret number from 0 to 9, and keeps asking for guesses until the correct answer is entered.
Using a whi | e statement (code\basic04.cc) (Figure while)

code/basic04.cc

There are afew wrinkles here that we haven't seen before. Although thewhi | e statement itself isfairly straightforward, the
meaning of its condition ! = isn't intuitively obvious. However, if you consider the problem we're trying to solve, you'll probably
come to the (correct) conclusion that | = means "not equal”, since we want to keep asking for more guesseswhi | e the Guess
isnot equal to our Secr et number.33 Since there is a comparison operator that tests for "not equal", you might wonder how to
test for "equal" aswell; asis explained in some detail in the next chapter, in C++ we have to use == rather than = to compare
whether two values are equal .

Y ou might also be wondering whether ani f statement with an el se clause would serve aswell asthewhi | e; after all, i f is
used to select one of two alternatives, and the el se could select the other one. The answer is that this would allow the user to
take only one guess before the program ends; the whi | e loop lets the user try again as many times as needed to get the right
answer.

Now you should have enough information to be able to write a simple program of your own. Susan asked for an assignment to
do just that:

Susan: Based on what you have presented in the book so far, send me a setup, an exercise for meto try to figure
out how to program, and | will giveit atry. | guessthat isthe only way to doit. | can't even figure out a
programmable situation on my own. So if you do that, | will do my best with it, and that will help teach meto
think. (Can that be?) Now, if you do this, make it simple, and no tricks.

Of course, | did give her the exercise she asked for (exercise 3), but also of course, that didn't end the matter. She decided to add
her own flourish, which resulted in exercise 4. These exercises follow below, right after some instructions on the mechanics of
creating a program. The instructions assume that you've installed the software from the CD-ROM in the back of this book.
Otherwise, follow the instructions in the back of the book to install the software, and then come back to these instructions.

1. Changeto the "\whos\code" directory on the drive where you installed the compiler.

2. Type RHIDE to start the compiler's integrated development environment (IDE). Use RHIDE's editor to create a source
code file containing the source code for your program. To do this, select the File menu and click New. Then type in the
code for your program, which we'll assume will be called "myprog".
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3. When you get done writing the source code for your program, you will have to save it. To do this, select the File menu
and click on Save. Thiswill bring up adialog box into which you will type the name of your file, which we'll assumeis
"myprog.cc” (without the quotes), and hit ENTER.

4. Once you have written the source code for your program, you will need to create a"project” to keep track of the various
parts of the program. To do this, select the "Project” menu, click on "Open project”, and then type in the name of the
project that you want to create. If you want to call your project "myprog"”, you'll type "myprog" (without the quotes) and
hit ENTER.

5. Now you will need to add the source file you just created to the project list so that it will be compiled. To do this, select
the Project menu, then click on "Add item". Type in the name of your file, which is"myprog.cc”, and hit ENTER.

6. The next step isto tell RHIDE to include the files that define how strings and vectors work. Y ou can skip this step if you

aren't using any strings or vectors, but most programs will eventually need to use one or more of these data types even if

they don't need them at the start, so you might as well include these files. To do this, select the Project menu, then click
on"Add item". Typein"string7.cc" and hit ENTER, then type in "wassert.cc" and hit ENTER.

When you have finished adding files to the project, click on the CANCEL button to close the "Add item" dialog box.

8. To compile your program, select the "Compile" menu and click "Make". Thiswill compile any source files that haven't
been compiled since they were written or last changed.

9. Torunyour program normally from a DOS prompt, make sure you are in the "\whos\code" directory, and then type the
name of the program, without the extension. In this case, you would just type "myprog".

10. To runyour program under the debugger, make sure you are in the "\whos\code" directory, and then type "RHIDE
myprog" (substituting the name of your program for "myprog"). Again, do *not* add the".cc" to the end of the file name.
Once RHIDE has started up, you can step through the program by hitting F8, which will treat any function call as one
statement, or by hitting F7, which will step into any function call. Any time you want to see the display that the user
would see when running the program normally, hit Alt-F5, then ENTER to get back to the debugger. The debugger also
has alot of other features, including displaying the values of variables during program execution, which | encourage you
to explore.

~

Now here are the programs Susan came up with, along with some othersthat fall in the same category.

Exercises, Third Set

3. Write a program that asks the user to type in the number of people that are expected for dinner, not counting the user.
Assuming that the number typed inisn, display amessagethat says" A tabl e for (n+l)i s ready. ". For example, if the
user types 3, display " A table for 4 is ready.".

4. Modify the program from exercise 3 to display an error message if the number of guestsis more than 20.

5. Write a program that asks the user to typein his or her name and age. If the age isless than 47, then indicate that the user isa
youngster; otherwise, that he or sheis getting on in years.

6. Write a program that asks the user whether Susan is the world's most tenacious novice. If the answer is "true", then
acknowledge the user's correct answer; if the answer is "false”, then indicate that the answer is erroneous. If neither "true" nor
"false" istyped in, chastise the user for not following directions.

7. Write aprogram that cal culates how much extra allowance a teenager can earn by doing extra chores. Her allowanceis
calculated as $10 if she does no extra chores; she gets $1 additional for each extra chore she does.

Just up the Block

Our most recent programming example has contributed another item to our arsena of programming weapons. namely, the
ability to group several statements into one logical section of a program. That's the function of the curly braces, { and} . The
first one of these starts such a section, called a block, and the second one ends the block. Because the two statements after the
whi | e are part of the same block, they are treated as a unit; both are executed if the condition in thewhi | e ist r ue, and
neither isexecuted if it isf al se. A block can be used anywhere that a statement can be used, and is treated in exactly the same

way asif it were one statement.34
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At the Fair

Now we're ready to write a program that vaguely resembles a solution to areal problem. We'll start with asimple, rural type of
programming problem.

Imagine that you are at a county fair. The contest for the heaviest pumpkin is about to get underway, and the judges have asked
for your help in operating the "pumpkin scoreboard”. This device has adot for the current pumpkin weight (the

Cur r ent Vi ght dlot), and another slot for the highest weight so far (the Hi ghest Wei ght dot); each slot can hold three
digitsfrom 0 to 9 and therefore can indicate any weight from 0 to 999. The judges want you to maintain an up-to-date display of
the current weight and of the highest weight seen so far. The weights are expressed to the nearest pound. How would you go
about thistask?

Probably the best way to start is by setting the number in both slots to the weight of the first pumpkin called out. Then, as each
new weight is called out, you change the number in the Cur r ent Wi ght dlot to match the current weight; if it's higher than
the number inthe H ghest Wei ght dot, you change that one to match as well. Of course, you don't have to do anything to the
H ghest Wi ght slot when aweight less than the previous maximum weight is called out, because a pumpkin with alesser
weight can't be the winner. How do we know when we are done? Since a pumpkin entered in this contest has to have aweight of
at least 1 pound, the weigher calls out 0 as the weight when the weighing is finished. At that point, the number in the

Hi ghest Wi ght dot isthe weight of the winner.

The procedure you have just imagined performing can be expressed a bit more precisely by the following a gorithm:

1. Ask for thefirst weight.
2. Set the number inthe Cur r ent Wi ght dlot to thisvalue.
3. Copy the number in the Cur r ent W&i ght dlot tothe Hi ghest Wi ght dot.
4. Display both the current weight and the highest weight so far (which are the same, at this point)
5. Whilethe Cur r ent Wi ght valueisgreater than O (that is, there are more pumpkins to be weighed), do steps 5ato 5d:
1. Ask for the next weight.
2. Set the number inthe Cur r ent Wi ght dlot to thisweight.
3. If the number in the Cur r ent Wi ght dlot is greater than the number in the Hi ghest Wei ght dlot, copy the
number in the Cur r ent Wi ght dlot tothe Hi ghest Wei ght dlot.
4. Display the current weight and the highest weight so far.
6. Stop. The number inthe Hi ghest Wi ght dlot isthe weight of the winner.

Now we're ready to look at the actual pumpkin-weighing program. Y ou've already seen most of the constructs that the program
contains, but let's examine the role of the preprocessor directive #i ncl ude <i ostream h>. Thistellsthe compiler that we
want to use the standard C++ 1/O library. The term preprocessor directive is a holdover from the days when a separate program
called the preprocessor handled functions such as#i ncl ude before handing the program over to the compiler; these days,
these facilities are provided by the compiler, but the name has stuck.

The#i ncl ude command has the same effect as copying al of the code from afilecalledi ost r eam h into our file;

i ost r eam h definesthe 1/O functions and variables cout , ci n, <<, and >>, along with others that we haven't used yet. If
we left this line out, none of our 1/0 statements would work.

Figure pumpkin is the translation of our little problem into C++.
A C++ Program (code\pumpl.cc) (Figure pumpkin)

Engli sh C++

First, we have to tell the conpiler what we're up to in this program
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Define the |
standard i nput |
and out put |

functionality | #i ncl ude <i ostream h>

This is the main |

part of the program | int main()
I
Start of program I {
|
Defi ne vari abl es | short Current Wi ght;

| short Hi ghest Wi ght;

Ask for the first |

wei ght | cout << "Please enter the first weight: ";

Set the nunber in |
t he Current Wi ght |
slot to the val ue |

entered by the user | cin >> Current Wi ght;

Copy the nunber in |
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t he Current Wi ght
slot to the

H ghest Wi ght sl ot

Di spl ay the current

and hi ghest weights

Wil e the nunber in
t he Current Wi ght
slot is greater
than O (i.e., there
are nore punpkins
to be wei ghed)
Start repeated

st eps

Ask for the next

wei ght

Set the nunber in
t he Current Wi ght

slot to this val ue

I f the nunber in

t he Current Wi ght
slot is nore than
t he nunber in the

H ghest Wi ght sl ot ,

H ghest Wei ght = Current Wi ght ;

cout << "Current weight " << CurrentWight << endl;

cout << "Hi ghest weight " << Hi ghestWight << endl;

while (CurrentWeight > 0)

{

cout << "Please enter the next weight: ";

cin >> Current Wi ght;

if (CurrentWight > Hi ghest Wi ght)
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then copy the |
nunber in the |
Current Wi ght sl ot |
to the | H ghest Wei ght = Current Wi ght ;

Hi ghest Wi ght sl ot |

Di splay the current | cout << "Current weight " << CurrentWight << endl;

and hi ghest weights | cout << "Hi ghest weight " << Hi ghestWight << endl;

End repeated steps |

in while | oop | }

Tell the rest of |
the systemwe're |

okay return O;

End of program | }

Susan had some questions about variable names.

Susan: Tell me again what the different shor t smean in thisfigure. | am confused, | just thought ashort held
avariablelikei . What is going on when you declare H ghest Wei ght ashor t ? So do the "words"
H ghest Wi ght work inthe sameway asi ?
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Steve: A short isavariable. The name of ashort ismade up of one or more characters; the first character
must be aletter or an underscore (), while any character after the first must be either aletter, an underscore, or a
digit from0to 9. To defineashor t , you write aline that gives the name of theshor t . Thisis an example:
short Hi ghest Wi ght;

Susan: OK, but then how doesi take 2 bytes of memory and how does Hi ghest Wi ght take up 2 bytes of
memory? They look so different, how do you know that Hi ghest Wei ght will fitintoashort ?

Steve: The length of the names that you give variables has nothing to do with the amount of storage that the
variables take up. After the compiler gets through with your program, there aren't any variable names; each
variable that you define in your source program is represented by the address of some area of storage. If the
variableisashor t , that area of storageis 2 byteslong; if it'sachar , the area of storageis 1 byte long.

Susan: Then where do the names go? They don't go "into" theshor t ?

Steve: A variable name doesn't "go" anywhere; it tells the compiler to set aside an area of memory of a particular
length that you will refer to by a given name. If you writeshort xyz; you'retelling the compiler that you are
goingtouseashort (thatis, 2 bytesof memory) caled xyz.

Susan: If that is the case, then why bother defining theshor t at all?

Steve: So that you (the programmer) can use a name that makes sense to you. Without this mechanism, you'd have
to specify everything as an address. Isn't it easier to say

Hi ghest Wei ght = Current Wi ght ;
rather than

nov ax, [ 1000]

mov [ 1002], ax

or something similar?

Susan also had a question about the formatting of the output statement cout << " Hi ghest wei ght " <<
H ghest Wi ght << endl ;.

Susan: Why do we need both "Highest weight" and Hi ghest Wei ght in thisline?

Steve: Because "Highest weight” is displayed on the screen to tell the user that the following number is supposed
to represent the highest weight seen so far. On the other hand, Hi ghest Wi ght isthe name of the variable that
holds that information, so including Hi ghest Wi ght in the output statement will result in displaying the
highest weight we've seen so far on the screen. Of course, the same analysis applies to the next line, which
displaysthe label "Current weight" and the value of the variable Cur r ent Wi ght .

Thetopic of #i ncl ude statements was the cause of some discussion with Susan. Here's the play by play:
Susan: Is the include command the only time you will use the # symbol ?
Steve: There are other uses for #, but you won't see any of them for along time, if ever.
Susan: So #i ncl ude isacommand.
Steve: Right; it's a command to the compiler.

Susan: Then what are the words we have been using for the most part called? Are those just called code or just
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statements? Can you make alist of commandsto review?

Steve: The words that are defined in the language, such asi f , whi | e, f or , and the like are called keywords.
User defined names such as function and variable names are called identifiers.

Susan: Soi ost r eam h isaheader file telling the compiler that it isusing info from thei ost r eans library?

Steve: Essentially correct; to be more precise, when weincludei ost r eam h, we're telling the compiler to look
intoi ost ream h for definitions that we're going to use.

Susan: Then the header file contains the secondary code of machine language to transform ci n and cout into
something workable?

Steve: Close, but not quite right. The machine code that makes ci n and cout do their thing isin the
i ost r eamns library; the header file gives the compiler the information it needs to compile your referencesto
cout, ci n, <<, and >> into references to the machine code in the library.

Susan: So the header file directs the compiler to that section in the library where that machine code is stored? In
other words, it islike telling the compiler to look in section XXX to find the machine code?

Steve: The header file tells the compiler what a particular part of the library does, while the library contains the
machine code that actually does it.

If you're a programmer in some other language than C, you may wonder why we have to tell the compiler that we want to use
the standard I/O library. Why doesn't the compiler know to use that library automatically? This seeming oversight is actually the
result of a decision made very early in the evolution of C: to keep the language itself (and therefore the compiler) as simple as
possible, adding functionality with the aid of standard libraries. Since alarge part of the libraries can be written in C, this
decision reduces the amount of work needed to "port" the C language from one machine architecture or operating system to
another. Once the compiler has been ported, it's not too difficult to get the libraries to work on the new machine. In fact, even
the C (or C++) compiler can be written in C (or C++), which makes the whol e language quite portable. This may seem
impossible. How do you get started? In fact, the process is called bootstrapping, from the impossible task of trying to lift
yoursalf by your own bootstraps.32 The secret is to have one compiler that's already running; then you use that compiler to
compile the compiler for the new machine. Once you have the new compiler running, it is common to useit to compileitself, so
that you know it's working. After all, acompiler isafairly complex program, so getting it to compile and execute properly isa
pretty good indication that it's producing the right code.

Most of the rest of the program should be fairly easy to understand, except for thetwo linesi nt nmai n() andreturn 0O;,
which have related functions. Let's start with thelinei nt  mai n() . Aswe've aready seen, the purpose of the mai n() part of
thislineisto tell the compiler where to start execution; the C++ language definition specifies that execution always starts at a
block called mai n. This may seem redundant, as you might expect the compiler to assume that we want to start execution at the
beginning of the program. However, C++ isintended to be useful in the writing of very large programs; such programs can and
usually do consist of several implementation files, each of which contains some of the functionality of the program. Without
such arule, the compiler wouldn't know which module should be executed first.

Thei nt part of this same line specifies the type of the exit code that will be returned from the program by ar et ur n statement
when the program is finished executing; in this case, that typeisi nt . The exit code can be used by a batch file to determine
whether our program finished executing correctly; an exit code of 0, by convention, means that it did.3€ The final statement in
theprogramisr et urn O; . Thisisther et ur n statement just mentioned, whose purpose isto return an exit code of O when
our program stops running. The value that is returned, 0, is an acceptable value of the type we declared in thelinei nt

mai n( ), namely, i nt ; if it didn't match, the compiler would tell us we had made an error.

Finally, the closing curly brace, } , tells the compiler that it can stop compiling the current block, which in this case is the one
called mai n. Without this marker, the compiler would tell us that we have amissing } , which of course would be true.

Novice Alert

Susan decided alittle later in our collaboration that she wanted to try to reproduce this program just by considering the English
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description, without looking at my solution. She didn't quite make it without peeking, but the results are illuminating
nevertheless.

Susan: What | did was to cover your code with a sheet of paper and just tried to get the next line without looking,
and then if | was totally stumped then | would look. Anyway, when | saw that i f statement then | knew what the
next statement would be but | am still having problems with writing backwards. For example

i f (CurrentWight > Hi ghest Wi ght)
H ghest Wei ght = Current Wi ght ;

That isjust so confusing because we just want to say that if the current weight is higher than the highest weight,
then the current weight will be the new highest weight, so | want to write Cur r ent Wei ght =

Hi ghest Wi ght . Anyway, when | really think about it | know it makes senseto do it the right way; I'm just
having a hard time thinking like that. Any suggestions on how to think backward?

Steve: What that statement meansis"set Hi ghest Wei ght to the current value of Cur r ent Wi ght . The
point hereisthat = does not mean "is equal to"; it means "set the variable to the left of the = to the value of the
expression to the right of the =". It'salousy way of saying that, but that's what it means.

Susan: With al the{ and} all over the place, | was not sure where and whenther et urn 0; camein. Soisit
always right before thelast } ? OK, now that | think about it, | guess it aways would be.

Steve: You have to put the return statement at a place where the program is finished whatever it was doing. That's
because whenever that statement is executed, the program is going to stop running. Usualy, asin this case, you
want to do that at the physical end of the program.

Susan: Anyway, then maybe | am doing something wrong, and | am tired, but after | compiled the program and
ranit, | saw that the H ghest Wei ght label was run in together with the highest number and the next sentence,
whichsaid"Pl ease enter the next wei ght". All those things were on the same line and | thought that
looked weird; | tried to fix it but the best | had the stamina for at the moment was to put a space between the" and
the P, to at |east make a separation.

Steve: It sounds as though you need some endl sin there to separate the lines.

Take It for a Spin

Assuming that you've installed the software from the CD-ROM in the back of this book, you can try out this program by
following these steps:

1

2.

~w

5.

Change to the "code" subdirectory of the directory where you copied the example programs. If you've been following the
directions as written, thiswill be "c:\whos\code".

Start the Integrated Devel opment Environment (IDE) for the compiler by typing its name, RHIDE, followed by the name
of the program to be compiled. For example, to compile "pumpl”, type

RHIDE pumpl

Then select "Make" from the "Compile" menu. The compiled version will be placed in the "\whos\code" directory.
Once you are done compiling, you can exit to DOS by selecting the File menu and clicking on Exit. Then you can
execute the program by typing the name of the program you want to run at the DOS prompt, first making sure that you
are in the directory where you copied the example programs. For example, to run “pumpl”, exit to DOS, make sure you
arein "\whos\code" and type:

pumpl

To run your program under the debugger, make sure you are in the "\whos\code" directory, and then type "RHIDE
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pumpl". Again, do *not* add the".cc" to the end of the file name. Once RHIDE has started up, you can step through the
program by hitting F8, which will treat any function call as one statement, or by hitting F7, which will step into any
function call. Any time you want to see the display that the user would see when running the program normally, hit Alt-
F5, then ENTER to get back to the debugger. The debugger also has alot of other features, including displaying the
values of variables during program execution, which | encourage you to explore.

By the way, if you're confused about the seemingly meaningless values that the debugger shows for variables before the first
statement that sets each one to avalue, let me assure you that they are indeed meaningless. I'll explain why that isin the next
chapter.

We're almost done with this chapter, but first let's practice alittle more with char sand st ri ngs.

Exercises, Fourth Set

8. Here are four possible versions of an output statement. Assuming that the value of the st r i ng variable called nane is"Joe
Smith", what does each one of them do?

cout << "That is very old, " << name << ". " << endl;
cout << "That is very old, " << nanme << '. ' << endl;
cout << "That is very old, " << nane << "." << endl;
cout << "That is very old, " << nanme << '.' << endl;

Now it's time for some review on what we've covered in this chapter.

Review

We started out by discussing the tremendous reliability of computers; whenever you hear "it's the computer's fault”, the
overwhelming likelihood is that in fact the software is to blame rather than the hardware. Then we took alook at the fact that,
although computers are cal culating engines, many of the functions for which we use them don't have much to do with numeric
calculations; for example, the most common use of computersis probably word processing, which doesn't use much in the way
of addition or subtraction. Nevertheless, we started out our investigation of programming with numeric variables, which are
easier to understand than non-numeric ones. To use variables, we need to write a C++ program, which consists primarily of alist
of operationsto be performed by the computer, along with directions that influence how these operations are to be translated
into machine instructions.

That led usinto adiscussion of why and how our C++ program is translated into machine instructions by a compiler. We
examined an example program that contained simple source code statements, including some that define variables and others
that use those variables and constants to cal culate results. We covered the symbols that are used to represent the operations of
addition, subtraction, multiplication, division, and assignment, which are +, - , *, / , and = respectively. While the first four of
these should be familiar to you, the last one is a programming notion rather than a mathematical one. This may be confusing
because the operation of assignment is expressed by the = sign, but is not the same as mathematical equality. For example, the
statement x = 3; doesnot mean "x isequal to 3", but rather "set the variable x to the value 3. After this discussion of the
structure of statementsin C++, we started an exploration of how the CPU actually stores and manipulates datain memory. The
topics covered in this section included the order in which multibyte data items are stored in memory and the use of general
registers to manipulate data efficiently.
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Then we spent some time pretending to be a compiler, to see how a simple C++ program looks from that point of view, in order
to improve our understanding of what the compiler does with our programs. This exercise involved keeping track of the
addresses of variables and instructions and watching the effect of the instructions on the genera registers and memory locations.
During this exploration of the machine, we got acquainted with the machine language representation of instructions, whichis
the actual form that our executable programs take in memory. After athorough examination of what the compiler does with our
source code at compile time, we followed what would happen to the registers and memory locations at run time (that is, if the
sample program were actually executed).

Then we began to look at two data types that can hold nonnumeric data, namely thechar andthest ri ng. Thechar
corresponds to 1 byte of storage, and therefore can hold one character of data. Examples of appropriate valuesfor achar
variable include letters (a-z, A-Z), digits (0-9), and specia characters(e.g.,,.! @ # $ %). A char can aso represent a number
of other "nonprintable" characters such as the "space”, which causes output to move to the next character position on the screen.
Actually, achar can aso be used asa"really short" numeric variable, but that's mostly a holdover from the days when memory
was alot more expensive, and every byte counted.

Onechar isn't much information, so we often want to deal with groups of them as a single unit; an example would be a
person's name. Thisisthe province of the st r i ng variable type: variables of thistype can handle an indefinitely long group of
chars.

At the beginning of our sample program for st r i ngsand char s, we encountered a new construct, the #i ncl ude statement.
This tells the compiler where to find instructions on how to handle data types such as st r i ngs, about which it doesn't have any
built-in knowledge. Then we came acrossthelinei nt  mai n() , which indicates where we want to start executing our
program. A C++ program always starts execution at the place indicated by such aline. We also investigated the meaning of

i nt, whichisthereturn type of mai n. The return type tells the compiler what sort of data this program returns to the operating
system when it finishes executing; the return value can be used to determine what action a batch file should take next.

As we continued looking at the sample program for st r i ngsand char s, we saw how to assign literal values to both of these
types, and noticed that two different types of quotes are used to mark off the literal values: the single quote ('), which isused in
pairsto surround aliteral char value consisting of exactly onechar , suchas' a' ; and the double quote ("), whichisused in
pairsto surround aliteral string value of the C string type, suchas" This is a test".Weasoinvestigated the reason for
these two different types of literal values, which involves the notion of anull byte (a byte with the value 0); this null byteis used
to mark the end of a C string in memory.

This led us to the discussion of the ASCII code, which is used to represent characters by binary values. We also looked at the
fact that the same bytes can represent either anumeric value or a C string, depending on how we use those bytes in our program.
That'swhy it's so important to tell the compiler which of these possibilities we have in mind when we write our programs. The
way in which the compiler regulates our access to variables by their type, which is defined at compiletime, is called the type
system; the fact that C++ uses this static type checking is one of the reasons that C++ programs can be made more robust than
programs written in languages that use dynamic type checking, where these errors are not detected until run time.

After a short discussion of some of the special characters that have a predefined meaning to the compiler, we took an initial
glance at the mechanisms that allow us to get information into and out of the computer, known as I/0. We looked at the <<
function, which provides display on the screen when coupled with the built-in destination called cout . Immediately afterwards,
we encountered the corresponding input function >> and its partner ci n, which team up to give us input from the keyboard.

Next, we went over some program organization concepts, including thei f statement, which allows the program to choose
between two alternatives; the whi | e statement, which causes another statement to be executed while some condition is true;
and the block, which allows several statements to be grouped together into one logical statement. Blocks are commonly used to
enable severa statements to be controlled by ani f or whi | e statement.

At last we were ready to write a simple program that does something resembling useful work, and we did just that. The starting
point for this program, as with all programs, was to define exactly what the program should do; in this case, the task was to keep
track of the pumpkin with the highest weight at a county fair. The next step was to define a solution to this problem in precise
terms. Next, we broke the solution down into steps small enough to be translated directly into C++. Of course, the next step after
that was to do that translation. Finally, we went over the C++ code, line by line, to see what each line of the program did.

Now that the review is out of the way, we're about ready to continue with some more C++. First, though, let's step back a bit and
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see where we are right now.

Conclusion

Weve come along way from the beginning of this chapter. Starting from basic information on how the hardware works, we've
made it through our first actual, runnable program. By now, you should have a much better idea whether you're going to enjoy
programming (and this book). Assuming you aren't discouraged on either of these points, let's proceed to gather some more
tools, so we can undertake a bigger project.

Answers to Exercises

1. 3c43. In case you got adifferent result, here's alittle help:
a. If you got the result 433a, you started at the wrong address.
b. If you got the result 433c, you had the bytes reversed.
c. Finaly, if you got 3a43, you made both of these mistakes.

If you made one or more of these mistakes, don't feel too bad; even experienced programmers have trouble with
hexadecimal values once in awhile. That's one reason we use compilers and assemblers rather than writing everything in
hex!

2. "HELLQ". If you couldn't figure out what the "D" at the beginning was for, you started at the wrong place.
3. Figurefirst.dinner is Susan's answer to this problem.

First dinner party program (code\basic05.cc) (Figure first.dinner)

code/basic05.cc

By the way, the reason that this program uses two lines to produce the sentence " Please type in the number of guests of your
dinner party." is so that the program listing will fit on the page properly. If you prefer, you can combine those into one line that
sayscout << "Please type in the nunber of guests of your dinner party. ";.Of course thisaso
applies to the next exercise.

Susan: | would have sent it sooner had | not had the last cout arrows going like this >> (details).<G> Also, it
just didn't like the use of endl ; at the end of the last cout statement. It just kept saying "parse error".

Steve: If you wrote something like
cout << "Atable for " << n+l << "is ready. " << "endl;"

then it wouldn't work for two reasons. First, "endl;" isjust a character string, not anything recognized by <<.
Second, you're missing aclosing ; , because characters inside quotes are treated as just plain characters by the
compiler, not as having any effect on program structure.

The correct way to use end| inyour second output statement is as follows:
cout << "Atable for " << n+l << "is ready. " << endl;

By theway, you might wanttoadd a" " infront of thei s ini s r eady, so that the number doesn't run up
against thei s. That would make the line look like this:

cout << "A table for " << n+l << " is ready. " << "endl;"
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Susan: Okay.
4. Figure second.dinner is Susan's answer to this problem, followed by our discussion.
Second dinner party program (code\basic06.cc) (Figure second.dinner)
code/basic06.cc
Steve: Congratulations on getting your program to work!

Susan: Now, let me ask you this: can you ever modify el se? That is, could | have writtenel se (n>20), or
does el se aways stand aone?

Steve: You can say something like Figure else.if.

else if example (Figure else.if)
if (x <vy)
{
cout << "x is less than y" << endl;

el se

{
it (x >y)

cout << "x is greater than y" << endl;
el se

cout << "x nust be equal to y!" << endl;

In other words, the controlled block of ani f statement or an el se statement can have anotheri f or el se
inside it. In fact, you can have as many "nested" i f or el se statements as you wish; however, it's best to avoid
very deep nesting because it tends to confuse the next programmer who has to read the program.

5. The answer to this problem should look like Figure name.age.

Name and age program (code\basicQ7.cc) (Figure name.age)

code/basicO7.cc

One point that might be a bit puzzling in this program iswhy it's not necessary to add an << endl to the end of the lines that
send datato cout before we ask the user for input. For example, in the sequence:

cout << "What is your nane? ";
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cin >> nane;

how do we know that the C string " What i s your nane? " hasbeen displayed on the termina before the user hasto type
in the answer? Obviously, it would be hard for the user to answer our request for information without a clue asto what we're
asking for.

Asit happens, thisis acommon enough situation that the designers of thei ost r eans library have anticipated it and solved it
for us. When we use that library to do output to the screen and input from the keyboard, we can be sure that any screen output
we have aready requested will be displayed before any input is requested from the user via the keyboard.

6. Figure novice shows Susan's program, which is followed by our discussion.

Novice program (code\basic08.cc) (Figure novice)

code/basic08.cc

Susan: Steve, look at this. It even rung!

Also, | wanted to ask you one more question about this program. | wanted to put double quotes around the words
true andf al se inthe 3rd output statement because | wanted to emphasize those words, but | didn't know if the
compiler could deal with that so | left it out. Would that have worked if | had?

Steve: Not if you just added quotes, because " isa special character that means "beginning or end of C string".
Here's what you would have to do to make it work:

cout << "Please answer with either \"true\" or \"false\".";

The\ isaway of telling the compiler to treat the next character differently from its normal usage. In this case, we
are telling the compiler to treat the specia character " as"not specia”; that is,\ " means "just the character
double quote, please, and no nonsense”. Thisis called an escape, because it allows you to get out of the trap of
havinga" mean something special. We also usethe\ to tell the compiler to treat a "nonspecia” character as
"special”; for example, we use it to make up special characters that don't have any visual representation. You've
already seen' \ n' , the "newline" character, which means "start a new line on the screen".

Susan: So if we want to write some character that means something "specia”, then we haveto use a\ in front of it
to tell the compiler to treat it like a"regular" character?

Steve: Right.

Susan: And if we want to write some character that is"regular” and make it do something "special”, then we have
tousea\infront of it to tell the compiler that it means something "special”? That's weird.

Steve: It may be weird, but that's the way it works.
Susan: | now just got it. | was going to say, why would you put the first quotation mark before the slash, but now
| see. Since you are doing a endline character, you have to have quotes on both sides to surround it which you

don't usually have to do because the first quotes are usually started at the beginning of the sentence, and in this
case the quote was already ended. Ok, thanks for clearing that up.

Steve: You've got it.

Susan: Another thing | forgot is how you refer to the statementsin () next to the "if" keywords; what do you call
theinfo that isin there?

Steve: The condition.
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7. Figure alowance is Susan's version of this program. Actually, it was her ideain the first place.

Allowance program (code\basic09.cc) (Figure allowance)

code/basic09.cc

8. You'll be happy (or at least unsurprised) to hear that Susan and | had quite a discussion about this problem.

Susan: Remember on my "test" program how | finally got that period in there? Then | got to thinking that maybe
it should have been surrounded by single quotes' instead of double quotes. It worked with a double quote but
since it was only one character it should have been a single quote, so | went back and changed it to a single quote
and the compiler didn't like that at all. So | put it back to the double. So what is the deal ?

Steve: You should beabletouse' x' or " x" more or less interchangeably with <<, because it can handle both of
those data types (char and C string, respectively). However, they are indeed different types. Thefirst one
specifiesaliteral char value, whereas the second specifies aliteral C string value. A char vaue can only
contain one character, but a C string can be aslong as you want, from none to hundreds or thousands of
characters.

Susan: Here's the line that gave me the trouble:
cout << "That is very old, " << nane << ". " << endl;

Remember | wanted to put that period in at the end in that last line? It runs like this but not with the single quotes
around it. That | don't understand. This should have been an error. But | did something right by mistake <G>.
Anyway, is there something special about the way a period is handled?

Steve: | understand your problem now. No, it's not the period; it's the space after the period. Here are four possible
versions of that line:

l.cout << "That is very old, " << nane << ". " << endl;
2.cout << "That is very old, " << nane << '. ' << endl;
3.cout << "That is very old, " << nane << "." << endl;
4.cout << "That is very old, " << nane << '.' << endl;

None of these is exactly the same as any of the others. However, 1, 3, and 4 will do what you expect, whereas 2
will produce weird looking output, with some bizarre number where the . should be. Why is this? It's not because
. ishandled specially, but because the space (" "), when inside quotes, either single or double, is a character like
any other character. Thus, theexpression' . ' inline 2 isa"multicharacter constant”, which has avalue
dependent on the compiler; in this case, you'll get a short value equal to (256 * the ASCII value of the period) +
the ASCII value of the space. This comes out to 11808, as | calculate it. So the line you see on the screen may
look likethis:

That is very old, Joe Smth11808

Now why do all of the other lines work? Well, 1 works because a C string can have any number of characters and
be sent to cout correctly; 3 works for the same reason; and 4 works because' . ' isavalid one-character constant,
which is another type that << can handle.

| redlizeit's hard to think of the space as a character, when it doesn't look like anything; in addition, you can add
spaces freely between variables, expressions, and so forth, in the program text. However, once you're dealing with
C strings and literal character values, the space isjust like any other character.
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Susan: So it isokay to use single characters in double quotes? If so, why bother with single quotes?

Steve: Single quotes surround aliteral of type char . Thisisa1-byte value that can be thought of (and even used)
as avery short number. Double quotes surround aliteral of type "C string”. Thisis amultibyte value terminated
by a 0 byte, which cannot be used or treated as a number.

Susan: | am not too clear on what exactly the difference is between thechar and "C string". | thought achar
was like aalphaletter, and a string was just a bunch of letters.

Steve: Right. The differenceisthat a C string is variable length, and achar isn't; this makesalot of differencein
how they can be manipulated.

Susan: Am | right in thinking that achar could also be a small number that is not being used for calculations?

Steve: Or that is used for (very small) calculations; for instance, if you add 1 to thevalue' A’ , you get the value
for' B' . Atleast that'slogical.

Susan: What do you mean by "terminated by a 0 byte"? That sounds familiar; was that something from an earlier
chapter which is now ancient history?

Steve: Yes, we covered that some time ago. The way the program can tell that it's at the end of a C string (which
is of variable length, remember) isthat it gets to a byte with the value 0. Thisis acrummy way to specify the size
of avariable-length string, in my opinion, but it's too late to do anything about it; it's built into the compiler.

Susan: When you say a C string, do you mean the C programming language in contrast to other languages?
Steve: Yes.

Susan: All right, then the O byte used to terminate a C string is the same thing as anull byte?

Steve: Yes.

Susan: Then you mean that each C string must end in a 0 so that the compiler will know when to stop processing
the data for the string?

Steve: Yes.

Susan: Could you aso just put 0? Hey, it doesn't hurt to ask. | don't see the problem with the word hello; it ends
with an 0 and not a 0. But what if you do need to end the sentence with a 0?

Steve: It's not the digit O, which has the ASCII code 30h, but a byte with a0 value. Y ou can't type in anull byte
directly, although you can create one with a special character sequence if you want to. However, there's no point
in doing that usually, because all literal C stringssuch as" hel | 0" aways have an invisible 0 byte added
automatically by the compiler. If for some reason you need to explicitly create a null byte, you can writeit as
"\0',asin

char x = "'\0";
which emphasizes that you really mean anull byte and not just aplain old O like this:
char x = 0;

The difference between these two is solely for the benefit of the next programmer to look at your code; they're
exactly the same to the compiler.
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However, we haven't yet eliminated the possibility of hardware errors, as the floating-point flaw in early versions of the
Pentium™™ processor illustrates. In rare cases, the result of the divide instruction in those processors was accurate to only
about 5 decimal places rather than the normal 16 to 17 decimal places.

This was apparently against the plan administrator's principles.

How isthe compiler itself translated into machine language so it can be executed? The most common method is to write
the compiler in the same language it compiles and use the previous version of the compiler to compile the newest
version! Of course, thislooks like an infinite regress; how did the first compiler get compiled? By manual tranglation into
assembly language, which was then translated by an assembler into machine language. To answer the obvious question,
at some point an assembler was coded directly in machine language.

The compiler also does alot of other work for us, which we'll get into later.

By the way, blank lines are ignored by the compiler; in fact, because of the trailing semicolon on each statement, you can
even run all the statements together on one line if you want to, without confusing the compiler. However, that will make
it much harder for someone reading your code later to understand what you're trying to do. Programs aren't written just
for the compiler's benefit but to be read by other people; therefore, it isimportant to write them so that they can be
understood by those other people. One very good reason for thisis that more often than you might think, those " other
people” turn out to be you, six months later.

The/ / marksthe beginning of acomment, which is a note to you or another programmer; it isignored by the compiler.
For those of you with BASIC experience, thisisjust like REM (the "remark™ keyword in that language); anything after it
on alineisignored.

Other kinds of variables can hold larger (and smaller) values; we'll go over them in some detail in future chapters.

At the risk of boring experienced C programmers, let me reiterate that = does not mean "is equal to"; it means "set the
variable to the | eft of the = to the value of the expression to the right of the =. In fact, there is no equivalent in C++ to the
mathematical notion of equality. We have only the assignment operator = and the comparison operator ==, which we will
encounter in the next chapter. The latter isused ini f statements to determine whether two expressions have the same
value. All of the valid comparison operators are listed in Figure comparisonfig.

If you have any programming experience whatever, you may think that I'm spending too much effort on this very simple
point. | can report from personal experience that it's not necessarily easy for a complete novice to grasp. Furthermore,
without a solid understanding of the difference between an algebraic equality and an assignment statement, that novice
will be unable to understand how to write a program.

Besides these general registers, a dedicated register called esp plays an important role in the execution of real programs.
WEelll see how it does thisin Chapter function.htm.

Thisis not the only possible solution to this problem nor necessarily the best one; for example, in many Motorola CPUS,
you specify the length of the variable directly in the instruction, so loading aword (i.e., 2-byte) variable might be
specified by the instruction nove. w, where the . wmeans "word". Similarly, alongword (i.e., 4-byte) load might be
specified asnmove. | , wherethe. | means"long word".

It's also possible to load a 2-byte value into a 32-hit (i.e., 4-byte) register such as eax and have the high part of that
register set to 0 in one instruction, by using an instruction designed specifically for that purpose. This approach has the
advantage that further processing can be done with the 32-bit registers.

The number inside the brackets [ ] represents a memory address.

As|'ve mentioned previously, blank lines are ignored by the compiler; you can put them in freely to improve readability.
However, I've cheated here by using small enough numbersin the C++ program that they are the samein hex asin
decimal.

The real compiler on the CD-ROM actually uses 4-byte addresses, but this doesn't change any of the concepts involved.
These addresses are arbitrary; areal compiler will assign addresses to variables and machine instructions by its own
rules.

In case you were wondering, the most common pronunciation of char hasan aliketheain "married”, while the ch
sounds like "k".

Aswe will see shortly, not al characters have visible representations, some of these "nonprintable” characters are useful
in controlling how our printed or displayed information looks.

Other compilers sometimes use other extensions for implementation files, such as. cpp, and for header files, such as

. hpp.

Please note that there is a space (blank) character at the end of that C string literal, after the word "test". That spaceis
part of the literal value.

Warning: Every character inside the quotes has an effect on the value of the literal, whether the quotes are single or
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double; even "invisible" characters such as the space (' *) will change the literal's value. In other words, thelinecl =
"A'; isnotthesameasthelinecl = ' A ' ;. Thelatter statement may or may not be legal, depending on the
compiler you're using, but it is virtually certain not to give you what you want, which isto set the variable c 1 to the
value equivalent to the character * A" . Instead, c1 will have some weird value resulting from combining the* A" and the
space character. In the case of ast r i ng value contained in double quotes, multiple characters are allowed, so" A B"
and " AB" both make sense, but the space till makes a difference; namely, it keepsthe' A' and' B' from being next to
one another.

I don't want to mislead you about this notion of a byte having the value 0; it is not the same as the representation of the
decimal digit "0". Aswelll see, each displayable character (and a number of invisible ones) is assigned a value to
represent it when it's part of ast ri ng or literal value (i.e., aC string literal or char literal). The O byte I'm referring to
isabyte with the binary value 0.

Happily, we can improve on it in most other circumstances, as you'll see later.

Y ou may wonder why | have to specify that the codes for each case of letters run consecutively. Believeit or not, there
are anumber of dightly differing codes collectively called EBCDIC (Extended Binary Coded Decimal Interchange
Code), in which thisis not true! Eric Raymond's amusing and interesting book, The New Hacker's Dictionary, has details
on thisand many other historical facts.

I'll be more specific later, when we have seen some examples.

For example, if you wanted to insert a" in astring, you would have to use\", because just aplain " would indicate the
end of the string. That is, if you wereto set ast ri ng tothevaue"Thisisa\"string\".", it would display as: This i s
a "string".

Theline#i ncl ude <i ostream h> isnecessary hereto tell the compiler about cout and how it works. We'll get
into thisin abit more detail later in this chapter.

By theway, cout ispronounced "see out”.

Similarly to cout , ci n ispronounced "seein" rather than "sin".

This explanation assumes that the "10,000" is the balance in dollars. Of course, this doesn't account for the possibility of
balances that aren't a whole number of dollars, and there's also the problem of balances greater than $32,767, which
wouldn't fit into ashor t . I'll mention possible solutions to these problems in Appendix .

Y ou may be wondering why we need parentheses around the expression Guess ! = Secr et . The conditional
expression has to be in parentheses so that the compiler can tell where it ends and the statement to be controlled by the
whi | e begins.

If you look at someone else's C++ program, you're likely to see a different style for lining up the{} toindicate where a
block begins and ends. Asyou'll notice, my style putsthe{ and} on separate lines rather than running them together
with the code they enclose, to make them stand out, and indents them further than the conditional statement. | find this
the clearest, but this is a matter where there is no consensus. The compiler doesn't care how you indent your code or
whether you do so at al; it'sastylistic issue.

If this term sounds familiar, we've already seen it in the context of how we start up a computer when it's turned on,
starting from a small boot programin the ROM, or Read-Only Memory.

A batch fileisatext file that directs the execution of a number of programs, one after the other, without manual
intervention. A similar facility is available in most operating systems.

Comment on this book!

I'm very pleased to announce the publication of a new one-volume version of my
two Who's Afraid of C++? books, under the title of Learning to Program in C++. You
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can order this book directly from me for only $44.95, including free book rate
shipping in the continental USA, by clicking here.
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More Basics

A Modest Proposal

Now that we have seen how to write a simple program in C++, it's time to acquire some more tools. Well
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extend our example program from Chapter basics.htm for finding the heaviest pumpkin. Eventually, we
want to provide the weights of the three heaviest pumpkins, so that first, second, and third prizes can be
awarded. It might seem that this would require just a minor modification of the previous program, in which
we would keep track of the heaviest so far, second heaviest so far, and third heaviest so far, rather than
merely the heaviest so far. However, this modification turns out to be a bit more complicated than it seems.
Since this book isintended to teach you how to program using C++, rather than just how to use the C++
language, it's worth investigating why thisis so. First, though, here are the objectives for this chapter.

Objectives of This Chapter

By the end of this chapter, you should

=

Understand the likelihood of error in even asmall change to a program.

Be aware that even seemingly small changes in a problem can result in large changes in the program
that solves the problem.

Have some understanding of the type of thinking needed to solve problems with programming.
Understand the selection sorting algorithm for arranging values in order.

Understand how to useavect or to maintain anumber of values under one name.

Be ableto usethef or statement to execute program statements a (possibly varying) number of
times.

Be familiar with the arithmetic operators ++ and +=, which are used to modify the value of
variables.

N

o0k w

~

Algorithmic Thinking

Let's take our program modification one step at atime, starting with just the top two weights. Figure
pumplafig is one possible way to handle this version of the problem.

Finding the top two weights, first try (code\pumpla.cc) (Figure satisfied)
(Figure pumplafig)

#i ncl ude <i ostream h>

int main()

{
short Current Wi ght;
short Hi ghest Wi ght ;

short SecondH ghest Wi ght ;
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cout << "Please enter the first weight: ";
cin >> Current Wi ght;

H ghest Wi ght = Current Wi ght ;
SecondHi ghest Wi ght = 0;

cout << "Current weight " << CurrentWight << endl;

cout << "H ghest weight " << Hi ghestWight << endl;

while (Current Wi ght > 0)

{

cout << "Please enter the next weight: ";
cin >> Current Wi ght;
if (CurrentWight > H ghest Wi ght)
{
SecondH ghest Wei ght = Hi ghest Wi ght ;
Hi ghest Wei ght = Current Wi ght ;
}
cout << "Current weight " << CurrentWight << endl;
cout << "Hi ghest weight " << Hi ghestWi ght << endl;

cout << "Second hi ghest weight " << SecondH ghest Wi ght << endl;

return O;

}
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The reasons behind some of the new code should be fairly obvious, but we'll go over them anyway. The
new lines are bold so you can find them easily. First, of course, we need a new variable,

SecondHi ghest Wi ght , to hold the current value of the second highest weight we've seen so far.
Then, when the first weight is entered, the statement SecondHi ghest Wi ght = 0; setsthe
SecondHi ghest Wei ght to 0. After all, thereisn't any second-highest weight when we've only seen one
weight. The first nonobvious change is the addition of the statement SecondHi ghest Wi ght =

H ghest Wi ght ; , which copiestheold Hi ghest Wei ght to SecondH ghest Wei ght , whenever
there's anew highest weight. On reflection, however, this should make sense; when a new high is detected,
the old high must be the second highest value (so far). Also, we have to copy the old H ghest Wi ght to
SecondHi ghest Wi ght before we change Hi ghest Wei ght . After we have set Hi ghest Wi ght
to anew value, it'stoo late to copy its old value into SecondH ghest Wei ght .

First, let's see how Susan viewed this solution:

Susan: | noticed that you separate out the main program { } from the other {} by indenting.
Isthat how the compiler knows which set of { } goes to which statements and doesn't
confuse them with the main ones that are the body of the program?

Steve: The compiler doesn't care about indentation at all; that's just for the people reading the
program. All the compiler cares about is the number of { it has seen so far without matching
}. There aren't any hard rules about this; it'sa"religious’ issue in C++, where different
programmers can't agree on the best way.

Susan: Now on thisthing with setting SecondH ghest Wi ght to 0. Isthat initializing it?
See, | know what you are doing, and yet | can't see the purpose of doing this clearly, unlessit
Isinitializing, and then it makes sense.

Steve: That's correct.

Susan: How do you know how to order your statements? For example, why did you put the
SecondH ghest Wi ght =Hi ghest Wi ght ;" above the other statement? What would
happen if you reversed that order?

Steve: Think about it. Let's suppose that:

Current Wei ght is40

H ghest Wei ght is30

SecondH ghest Wi ght is15

and the statements were executed in the following order:

1. Hi ghest Wi ght = Curr ent Wi ght
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2. SecondHi ghest Wi ght =Hi ghest Wi ght

What would happen to the values? Well, statement 1 would set Hi ghest Wi ght to
Cur r ent Wi ght , so the values would be like this:

Current Wei ght is40
H ghest Wi ght is40
SecondH ghest Wi ght is15

Then statement 2 would set SecondHi ghest Wei ght to Hi ghest Wei ght , leaving the
situation as follows:

Current Wei ght is40
H ghest Wei ght is40
SecondH ghest Wi ght is40

Thisis clearly wrong. The problem is that we need the value of Hi ghest Wei ght beforeit
IS set to the value of Cur r ent Wei ght , not afterward. After that occurs, the previous value
islost.

Susan: Yes, that is apparent; | was just wondering if the computer had to read it in the order
that you wrote it, being that it was grouped together inthe { } . For example, you said that the
compiler doesn't read the {} aswe write them, so | was wondering if it read those statements
as we write them. Obvioudly it hasto. So then everything descends in a progression
downward and outward, as you get more detailed in the instructions.

Assuming that you've installed the software from the CD-ROM in the back of this book, you can try out
this program. First, you have to compileit by changing to the code subdirectory under the main directory
where you installed the software, and typing RHI DE punpla, then using the "Make" command from the
"Compile" menu. Then exit back to DOS and type punpla to run the program. It will ask you for weights
and keep track of the highest weight and second-highest weight that you've entered. Type 0 and hit ENTER
to end the program.

To run it under the debugger, make sure you are in the code subdirectory, and then type "RHIDE
pumpla’. Again, do *not* add the".cc" to the end of the file name. Once RHIDE has started up, you can
step through the program by hitting F8, which will treat any function call as one statement, or by hitting F7,
which will step into any function call. Any time you want to see the display that the user would see when
running the program normally, hit Alt-F5, then ENTER to get back to the debugger.

A Prize Catch

This program may seem to keep track of the highest and second highest weights correctly, but in fact there's
aholeinthelogic. To be exact, it doesn't work correctly when the user enters a new value that's less than
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the previous high value but more than the previous second-high value. In that case, the new value should be
the second-high value, even though there's no new high value. For example, suppose that you enter the
following weights: 52 11 3 7. If we wereto update SecondHi ghest Wei ght only when we see a new
high, our program would indicate that 11 was the high, and 5 the second highest; since neither 3 nor 7 isa
new high, SecondHi ghest Wei ght would remain asit was when the 11 was entered.

Here's what ensued when Susan tried out the program and discovered this problem:

Susan: Steve, the program! | have been playing with it. Hey thisis fun, but ook, it took me
awhile. | had to go over it and over it, and then | was having trouble getting it to put current
weights that were higher than second weights into the second weight slot. For example, if |
had a highest weight of 40 and the the second highest weight of 30 and then selected 35 for a
current weight, it wouldn't accept 35 as the second-highest weight. It increased the highest
weights just fine and it didn't change anything if | selected alower number of the two for a
current weight. Or did you mean to do that to make a point? | am supposed to find the
problem? | bet that iswhat you are doing.

Steve: Yep, and I'm not sorry, either.<G>
Susan: You just had to do thisto me, didn't you? OK, what you need to doisto putin a

statement that says if the current weight is greater than the second-highest weight, then set
the second-highest weight to the current weight, asillustrated in Figure satisfied.

el se

{

I f (Current\Weight > Second Hi ghest Wi ght)

Second Hi ghest Wi ght = Current Wi ght ;

| hope you are satisfied.

Steve: Satisfied? Well, no, | wouldn't use that word. How about ecstatic? Y ou have just
figured out a bug in a program, and determined what the solution is. Don't tell me you don't
understand how a program works.

Now | have to point out something about your code. | understood what you wrote perfectly.
Unfortunately, compilers aren't very smart, and therefore have to be extremely picky. So you
have to make sure to spell the variable names correctly. This would make your answer like
thei f clause shown in Figure if.satisfied.

Congratulations again.
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As Susan figured out, we haveto add an el se clausetoour i f statement, so that the corrected version of
the statement looks like Figure if.satisfied.

Using an i f statement with an el se clause (Figure if.satisfied)

I f (CurrentWei ght > Hi ghest Wi ght)

{

SecondHi ghest Wei ght = Hi ghest Wi ght ;

H ghest Wi ght = Current Wi ght ;

}

el se

{

I f (Current\Weight > SecondH ghest Wi ght)

SecondH ghest Wi ght = Current Wi ght ;

In this case, the condition in thefirsti f is checking whether Cur r ent Wi ght isgreater than the
previous H ghest Wi ght ; when thisist r ue, we have anew H ghest Wi ght and we can update
both Hi ghest Wei ght and SecondHi ghest Wei ght . However, if Cur r ent Wei ght isnot greater
than Hi ghest Wi ght , theel se clauseisexecuted. It contains another i f ; this one checks whether
Curr ent Wei ght isgreater than the old SecondHi ghest Wei ght . If so, SecondHi ghest Wi ght
is set to the value of Cur r ent Wei ght .

What happens if two (or more) pumpkins are tied for the highest weight? In that case, the first one of them
to be encountered is going to set Hi ghest Wei ght , asit will be the highest yet encountered. When the
second pumpkin of the same weight is seen, it won't trigger achangeto Hi ghest Wi ght , sinceit's not
higher than the current occupant of that variable. It will passthetestintheel se clause, i f

(Current Wi ght > SecondHi ghest Wi ght ) , however, which will cause

SecondH ghest Wi ght to be set to the same value asHi ghest Wi ght . Thisis reasonable behavior,
unlikely to startle the (hypothetical) user of the program, and therefore is good enough for our purposes. In
areal application program, we'd have to try to determine what the user of this program would want us to
do.

Figure pump2 shows the corrected program.

Finding the top two weights (code\pump2.cc) (Figure pump?2)
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code/pump2.cc

Assuming that you've installed the software from the CD-ROM in the back of this book, you can try out
this program. First, you have to compileit by changing to the code subdirectory under the main directory
where you installed the software, and typing RHI DE punpla, then using the "Make" command from the
"Compile" menu. Then exit back to DOS and type punpla to run the program. It will ask you for weights
and keep track of the highest weight and second-highest weight that you've entered. Type 0 and hit ENTER
to end the program.

To run it under the debugger, make sure you are in the code subdirectory, and then type "RHIDE
pumpla’. Again, do *not* add the".cc" to the end of the file name. Once RHIDE has started up, you can
step through the program by hitting F8, which will treat any function call as one statement, or by hitting F7,
which will step into any function call. Any time you want to see the display that the user would see when
running the program normally, hit Alt-F5, then ENTER to get back to the debugger.

When you are asked for aweight, type one in and hit ENTER just as when executing normally. When you
enter a0 weight, the program will stop looping and execution will take the path to theend } .

By the way, since we've just been using the i f statement pretty heavily, thiswould be agood timeto list
all of the conditions that it can test. We've aready seen some of them, but it can't hurt to havethem all in
one place. Figure comparisonfig lists these conditions, with translations.

What if? (Figure comparisonfig)

Condi ti on Controlled block will be executed if:
Synbol
> First itemis larger than second item
< First itemis smaller than second item
>= First itemis larger than or equal to second item
<= First itemis smaller than or equal to second item

I = First itemdiffers fromsecond item
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== First item has the sane value as the second item

Y ou may wonder why we have to use == to test for equality rather than just =. That's because = means
"assign right hand value to variable on left", rather than "compare two items for equality”. Thisisa
"feature" of C++ (and C) that allows usto accidentally writei f (a = b) whenwemeanif (a ==
b) . What doesi f (a = b) mean? It means the following:

1. Assign thevalue of b to a.
2. If that valueis O, then thei f isfalse.
3. Otherwise, thei f istrue.

Some people find thisuseful; | don't. Therefore, | aways enable the compiler warning that tells you when
youusea=insideani f statementin away that looks like you meant to test for equality.

What a Tangled Web We Weave. ..

| hope this excursion has given you some appreciation of the subtleties that await in even the smplest
change to aworking program; many experienced programmers still underestimate such difficulties and the
amount of time that may be needed to ensure that the changes are correct. | don't think it's necessary to
continue along the same path with a program that can award three prizes. The principleis the same,
although the complexity of the code grows with the number of special cases we have to handle. Obviously,
a solution that could handle any number of prizes without special cases would be a big improvement, but it
will require some major changes in the organization of the program. That's what we'll take up next.

You May Already Have Won

One of the primary advantages of the method we've used so far to find the heaviest pumpkin(s) is that we
didn't have to save the weights of all the pumpkins as we went along. If we don't mind saving all the
weights, then we can solve the "three prize" problem in a different way. Let's assume for the purpose of
simplicity that there are only five weights to be saved, in which case the solution looks like this:

1. Read in dl of the weights.

2. Makealist consisting of the three highest weights in descending order.

3. Award thefirst, second, and third prizes, in that order, to the three entriesin the list of highest
weights.

Now let's break those down into substeps which can be more easily trandlated into C++:

1. Read in dl of the weights.
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1. Read first number
2. Read next number
3. If we haven't read five weights yet, go back to 1b

Now we have al the numbers; proceed to calculation phase:

1. Make alist consisting of the three highest weights in descending order.
1. Find thelargest number in the original list of weights
2. Copy it to the sorted list
3. If we haven't found the three highest numbers, go back to 2a

Oops. That's not going to work, since we'll get the same number each time.1

To prevent that from happening, we have to mark off each number as we select it. Here's the revised
version of step 2:

1. Makealist consisting of the three highest weights in descending order.
1. Find thelargest number in the original list of weights
2. Copy it to the sorted list
3. Mark it off inthe original list of weights, so we don't select it again
4. If we haven't found the three highest numbers, go back to 2a

Now we're ready for output:

1. Award thefirst, second, and third prizes, in that order, to the three entriesin the list of highest
weights.
1. Write first number
2. Write another number
3. If we haven't done them all, go back to 3b

Unlike our previous approach, this obviously can be generalized to handle any number of prizes. However,
we have to address two problems before we can use this approach: First, how do we keep track of the
weights? And, second, how do we select out the highest three weights? Both of these problems are much
easier to solve if we don't have a separate variable for each weight.

Variables, by the Numbers

The solution to our first questionisto useavect or .2 Thisis avariable containing a number of "sub-
variables' that can be addressed by position inthevect or ; each of these sub-variablesis called an
element. A vect or hasaname, just like aregular variable, but the elements do not. Instead, each element
has a number, corresponding to its position inthevect or . For example, we might want to create a

vect or of short valuescaled Wei ght , with five elements. To do this, we would write this line:

vect or <short > Wei ght (5) ; .2 We haven't heard from Susan for awhile, but the following exchange
should make up for that.

Susan: OK, why do we need another header (#i ncl ude "vector. h")?
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Steve: Each header contains definitions for a specific purpose. For example, i ost ream h
contains definitions that alow usto get information in (I) and out (O) of the computer. On
the other hand, vect or . h contains definitions that allow usto usevect or s.

Susan: Sothenusing avect or isjust another way of writing this same program, only
making it alittle more efficient?

Steve: In this case, the new program can do more than the old program could: The new
program can easily be changed to handle virtually any number of prizes, whereas the old
program couldn't.

Susan: So there is more than one way to write a program that does basically the same thing?
Steve: As many ways as there are to write a book about the same topic.

Susan: | find thisto be very odd. | mean, on one hand the code seems to be so unrelentingly
exact; on the other, it can be done in as many ways as there are artists to paint the same
flower. That must be where the creativity comesin. Then | would expect that the programs
should behave in different manners, yet accomplish the same goal.

Steve: It's possible for two programs to produce similar (or even exactly the same) results
from the user's perspective and yet work very differently internally. For example, the
vectorized version of the weighing program could produce exactly the same final results as
the original version, even though the method of finding the top two weights was quite
different.

Now we can refer to the individual elements of thevect or called Wei ght by using their numbers,
enclosed in square brackets ([ ] ); the number in the bracketsis called the index.2 Here are some
examples:

Wi ght[1] = 123;
Wei ght[ 2] = 456;
Weight[3] = Weight[1] + Weight[2];

Weight[i+1] = Weight[i] + 5;

Asthese examples indicate, an element of avect or can be used anywhere a"regular” variable can be
used.8 But the most valuable difference between aregular variable and an element of avect or isthat we
can vary which element we are referring to in a given statement, by varying itsindex. Take alook at the
last sample line, in which two elements of thevect or Wei ght are used; thefirst oneiselement i +1 and
the other iselement i . Asthisindicates, we don't have to use a constant value for the element number but
can calculate it while the program is executing; in thiscase, if i is0, the two elements referred to are
element 1 and element O, whileif i is5, the two elements are elements 6 and 5, respectively.

The ability to refer to an element of avect or by number rather than by name allows us to write
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statements that can refer to any element inavect or , depending on the value of the index variable in the
statements. To see how thisworksin practice, let'slook at Figure vect1, which solves our three-prize
problem.

Using a vect or (code\vectl.cc) (Figure vectl)

code/vectl.cc

Assuming that you've installed the software from the CD-ROM in the back of this book, you can try out
this program. First, you have to compile it by changing to the code subdirectory under the main directory
where you installed the software, and typing RHI DE vect 1, then using the "Make" command from the
"Compile" menu. Then exit back to DOS and type vect 1 to run the program. It will ask you for weights
and keep track of the highest weight and second-highest weight that you've entered. Type 0 and hit ENTER
to end the program.

To run it under the debugger, make sure you are in the code subdirectory, and then type "RHIDE vect1".
Again, do *not* add the ".cc" to the end of the file name. Once RHIDE has started up, you can step through
the program by hitting F8, which will treat any function call as one statement, or by hitting F7, which will
step into any function call. Any time you want to see the display that the user would see when running the
program normally, hit Alt-F5, then ENTER to get back to the debugger.

When you are asked for aweight, type one in and hit ENTER just as when executing normally. After
you've entered 5 weights, the program will start the sorting process. When the sorted results have been
displayed (or when you're tired of tracing the program), type g (for quit) and hit ENTER to exit from the
debugger.

This program uses severa new features of C++ which need some explanation. First, of course, thereisthe
line that definesthevect or Wi ght :

vect or <short> Wei ght (5);

Asyou might have guessed, this means that we want avect or of five elements, each of whichisa
short . Aswe have aready seen, this means that there are five distinct index values each of which refers
to one element. However, what isn't so obvious is what those five distinct index values actually are. Y ou
might expect themto be 1, 2, 3, 4 and 5; actually, they are 0, 1, 2, 3, and 4.

This method of referring to elementsin avect or iscaled zero-based indexing.Z Although it might seem
arbitrary to start counting at O rather than at 1, assembly language programmers find it perfectly natural,
because the calculation of the address of an element is simpler with such indexing; the formulais " (address
of first element) + (element number) * (size of element)”.

Thisbit of history isrelevant because C, the predecessor of C++, was originally intended to replace
assembly language so that programs could be moved from one machine architecture to another with aslittle
difficulty as possible. One reason for some of the eccentricities of C++ isthat it hasto be ableto replace C
as a "portable assembly language' that doesn't depend on any specific machine architecture. This explains,
for example, the great concern of the inventor of C++ for run-time efficiency, as he wished to allow
programmers to avoid the use of C or assembly language for efficiency.8 Since C++ wasintended to
replace C completely, it has to be as efficient as possible; otherwise, programmers might switch back from
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C++ to C whenever they were concerned about the speed and size of their programs.

The last two lines in the variable definition phase define two variables, called i and k, which have been
traditional names for index variables (i.e., variables used to hold indexes) since at least the invention of
FORTRAN in the 1950s. The inventors of FORTRAN used afairly ssmple method of determining the type
of avariable: if it began with one of the letters | through N, it was an integer. Otherwise, it was afloating-
point variable (i.e., one that can hold values that contain afractional part, such as 3.876). Thisrule was
later changed so that the user could specify what type the variable was, as we do in C++, but the default
rules were the same as in the earlier versions of FORTRAN, to allow programs using the old rules to
continue to compile and run correctly.

Needless to say, Susan had some questions about the names of index variables:
Susan: So whenever you seei or k you know you are dealing withavect or ?

Steve: Not necessarily. Variablesnamed i and k are commonly used as indexes, but they are
also used for other purposes sometimes.

Susan: Anyway, if i and k are sometimes used for other purposes, then the compiler doesn't
care what you use as indexes? Again, no rules, just customs?

Steve: Right. It'sjust for the benefit of other programmers, who will seei and say "oh, this
IS probably an index variable".

| suspect one reason for the durability of these short names s that they're easy to type, and many
programmers aren't very good typists.2 In C++, the lettersi , j , k, mand n are commonly used as indexes;
however, | (theletter "ell") generally isn't, because it looks too much likea 1 (the numeral one). The
compiler doesn't get confused by this resemblance, but programmers very well might.

After the variable definitions are out of the way, we can proceed to the executable portion of our program.
First, we type out a note to the user, stating what to expect. Then we get to the code in Figure using.for.

Using a f or statement (from code\lvectl.cc) (Figure using.for)

for (i =0; I <5; i ++4)
{
cout << "Please type in weight #" << i+l << ": ";
cin >> Weight[i];

}

Thefirst line hereiscalled af or statement, whichisused to control af or loop; thisisaloop control

http://www.steveheller.com/whos/morebas.htm (13 of 45) [2003-5-31 17:50:57]



Who's Afraid of C++? - the WWW version

facility similar to the whi | e loop we encountered in Chapter basics.htm. The difference between these two
statementsisthat af or loop alows usto specify more than just the condition under which the controlled
block will be repetitively executed.10 A f or statement specifies three expressions (separated by ;") that
control the execution of the f or loop: a starting expression, a continuation expression, and a modification
expression. Inour case, thesearei = 0,1 < 5,andi ++, respectively. Let'slook at the function and
meaning of each of these components.

First, the starting expression,i = 0. Thisis executed once before the block controlled by thef or
statement is executed. In this case, we use it to set our index variable, i , to 0, which will refer to the first
element of our Wi ght vect or.

Next, the continuation expression,i < 5. This specifies under what conditions the statement controlled
by thef or will be executed; in this case, we will continue executing the controlled statement as long as the
valueof i islessthan 5. Be warned that the continuation expression is actually executed before every
execution of the controlled block; thus, if the continuation expressionisf al se when the loop is entered,
the controlled block will not be executed at all.

The notion of the continuation expression is apparently confusing to some novices. Susan fell into that
group.

Susan: In your definition of f or , how come there is no ending expression? Why isit only a
modification expression? |s there never a case for a conclusion?

Steve: The "continuation expression” tells the compiler when you want to continue the loop;
if the continuation expression comes out false, then the loop terminates. That serves the same
purpose as an "ending expression” might, but in reverse.

Finaly, let's consider the modification expression, i ++.11 Thisisexactly equivaenttoi =i + 1,
which means "seti to one more than its current value", an operation technically referred to as
incrementing a variable. Y ou may wonder why we need two ways to say the same thing; actually, there
are afew reasons. Oneisthat ++ requires less typing, which as we know isn't a strong point of many
programmers; also, the ++ (pronounced "plus plus") operator doesn't allow the possibility of mistyping the
statement as, for example,i = j + 1; whenyou realy meant to increment i . Another reason why this
feature was added to the C language is that, in the early days of C, compiler technology wasn't very
advanced, and the ++ operator allowed the production of more efficient programs. Y ou see, many machines
can add one to a memory location by a single machine language instruction, usually called something like
increment memory. Even a simple compiler can generate an "increment memory" instruction as a
trandationof i ++, while it takes a bit more sophistication for the compiler to recognizei = i1 + las
an increment operation. Since incrementing avariable is avery common operation in C++, this was worth
handling specially.12 Now that we have examined all the parts of the f or statement, we can see that its
tranglation into English would be something like this:

1. Settheindex variablei toO.

2. If thevalueof i islessthan 5, execute the following block (in this case, the block with the cout
and ci n statements). Otherwise, skip to the next statement after the end of the controlled block; that
IS, the one following the closing } .

3. Add onetothevalueof i and go back to step 2.
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Susan didn't think these steps were very clear. Let'slisten in on the conversation that ensued:

Susan: Whereinthef or statement doesit say to skip to the next statement after the end of
the controlled block wheni is5 or more?

Steve: It doesn't have to. Remember, the point of { } isto make agroup of statements act like
one. A f or statement always controls exactly one "statement", which can be a block
contained in{ } . Therefore, when the continuation expression is no longer true, the next
"statement” to be executed is whatever followsthe} at the end of the block.

Susan: Okay, now | getit. The{} curly brackets work together with the < 5 to determine
that the program should go on to the next statement.

Steve: Right.

Susan: Now, on the "controlled block™ -- so other statements can be considered controlled
blocks too? | mean is a controlled block basically just the same thing as ablock? | reviewed
your definition of block, and it seemsto me that they are. | guessit isjust a statement that in
this case is being controlled by f or .

Steve: Correct. It's called a controlled block because it's under the control of another
Statement.

Susan: So if weused whi | e beforethe{} then that would be awhi | e controlled block?
Steve: Right.
Susan: Thenwhereinstep 3orini ++ doesit say to go back to step 2?

Steve: Again, thef or statement executes one block (the controlled block) repeatedly until
the continuation expression isfalse. Since ablock is equivalent to one statement, the
controlled block can also be referred to as the controlled statement. In the current example,
the block that is controlled by the f or loop consists of the four lines starting with the
opening { onthe next line after thef or statement itself and ending with the closing} after
thelinethat saysci n >> Weight[i];.

Susan: Okay. But now | am alittle confused about something else here. | thought that cout
statements were just things that you would type in to be seen on the screen.

Steve: That's correct, except that cout isavariable used for 1/0, not a statement.

Susan: Sothenwhy is<< i +1 << putinat thispoint? | understand what it does now but |
don't understand why it iswhereit is.

Steve: Because we want to produce an output line that varies depending on the value of i .
Thefirst time, it should say
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Pl ease enter wei ght #1:
The second time, it should say
Pl ease enter weight #2:

and so on. The number of the weight we're asking for is one morethani ; therefore we insert
theexpresson<< i + 1 <<intheoutput statement so that it will stick the correct number
into the output line at that point.

Susan: How does<< i +1 <<endupas#l ?

Steve: Thefirsttime, i isO; therefore,i + 1is1l. The# comesfrom the end of the
preceding part of the output statement.

Now let's continue with the next step in the description of our f or loop, the modification expression i

++. In our example, thiswill be executed five times. Thefirst time, i will be 0, then 1, 2, 3, and finally 4.
When the loop is executed for the fifth time, i will be incremented to 5; therefore, step 2 will end the loop
by skipping to the next statement after the controlled block.13 A bit of terminology is useful here: Each

time through the loop is called an iteration.

Let's hear Susan's thoughts on this matter.

Susan: When you say that "step 2 will end the loop by skipping to the next statement after
the controlled block", does that mean it is now going on to the next f or statement? So when
I isno longer less than 5, the completion of the loop signals the next controlled block?

Steve: In general, after al theiterationsin aloop have been performed, execution proceeds
to whatever statement follows the controlled block. In this case, the next statement isindeed
af or statement, so that's the next statement that is performed after the end of the current
loop.

The discussion of thef or statement led to some more questions about |oop control facilities and the use of
parentheses:

Susan: How do you know whentouse () ?Isitonly withi f andf or and whi | e and
el se and stuff like that, whatever these statements are called? | mean they appear to be
modifiers of some sort; isthere a special name for them?

Steve: The term loop control applies to statements that control loops that can execute
controlled blocks a (possibly varying) number of times; theseincludef or andwhi | e. The
I f and el se statements are somewhat different, since their controlled blocks are executed
either once or not at al. The () are needed in those cases to indicate where the controlling
expression(s) end and the controlled block begins. You can also use () to control the order
of evaluation of an arithmetic expression: The part of the expression inside parenthesesis
executed first, regardless of normal ordering rules. For example, 2* 5+3 is 13, while

2* (5+3) is16.
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Susan: So thenif you just wrotewhi | e Current Wei ght > 0 withno () thenthe
compiler couldn't read it?

Steve: Correct.

Susan: Actually it is beginning to look to me as | scan over afew figures that almost
everything has a caption of some sort surrounding it. Everything either hasa™ " or () or
{} or[] or<>aroundit. Isthat how it is going to be? | am still not clear on the different
usesof () and{}; doesit depend on the control loop?

Steve: The{} are used to mark the controlled block, whilethe () are used to mark the
conditional expression(s) for thei f, whi | e, f or, and thelike. Unfortunately, () also have
other meanings in C++, which we'll get to eventually. The inventor of the language considers
them to have been overused for too many different meanings, and | agree.

Susan: OK, I think | haveit: { } defineblocksand () define expressions. How am | to know
when a new block starts? | mean if | were doing the writing, it would be like a new paragraph
in English, right? So are there any rules for knowing when to stop one block and start
another?

Steve: It depends entirely on what you're trying to accomplish. The main purpose of a block
isto make a group of statements act like one statement; therefore, for example, when you
want to control a group of statementsby onei f or f or, you group those statementsinto a
block.

Now that we've examined the f or statement in excruciating detail, what about the block it controls? The
first statement in the block:

cout << "Please type in weight #" << i+l << ": ";

doesn't contain anything much we haven't seen before; it just displays arequest to enter aweight. The only
difference from previous uses we've made of the cout facility isthat we're inserting a numeric expression
containing avariable, i +1, into the output. This causes the expression to be transdated into a human-
readable form consisting of digits. All of the expressions being sent to cout in one statement are strung

together to make one line of output, if we don't specify otherwise. Therefore, when this statement is
executed during the first iteration of the loop, the user of this program will see:

Pl ease type in weight #1:

Then the user will typein the first weight. The same request, with adifferent value for the weight number,
will show up each time the user hits ENTER, until five values have been accepted.

The second statement in the controlled block,
cin >> Wight[i];
isalittle different. Here, we're reading the number the user has typed in at the keyboard and storing it in a
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variable. But the variable we're using is different each time through the loop: it'sthei th element of the

Wei ght vect or. So, on thefirst iteration, the value the user typesin will go into Wei ght [ O] ; the value
accepted on the second iteration will go into Wei ght [ 1] ; and so on, until on the fifth and last iteration,
the typed-in value will be stored in Wei ght [ 4] .

Here's Susan's take on this.

Susan: What do you mean by thei th element? So doesWei ght [ i ] mean you are directing
the number that the user typesin to a certain location in memory?

Steve: Yes, to the e ement whose number isthe current value of 1 .

Susan: Whenyousay ci n >> Wei ght[i] doesthat mean you are telling the computer to
place that variable in the index? So this serves two functions, displaying the weight the user
typesin and associating it to the index?

Steve: No, that statement tells the computer to place the value read in from the keyboard into
elementi of vect or Wi ght .

Susan: What | am confusing is what is being seen on the screen at the time that the user
typesin the input. So, the user sees the number on the screen but then it isn't displayed
anywhere after that number is entered? Then, the statementci n >> wei ght [i] directs
it to alocation somewhere in memory with a group of other numbers that the user typesin?

Steve: Correct. Thiswill beillustrated under thecont ent s of Wei ght headingin
Figure weightcontents.

Now that we have stored all of the weights, we want to find the three highest of the weights. We'll use a
sorting algorithm called a selection sort, which can be expressed in English as follows:

1.
2.

3.

4,

Repeat the following steps three times, once through for each weight that we want to select:

Search through the list (i.e., the Wei ght vect or), keeping track of the highest weight seen so far
in the list and the index of that highest weight.

When we get to the end of thelist, copy the highest weight we've found to the next element of
another list (the "output list", which in thiscaseisthevect or Sort edWei ght).

Finally, set the highest weight we've found in the original list to O, so we won't select it asthe
highest value again on the next pass through the list.

Let'stake alook at the portion of our C++ program that implements this sort, in Figure selsort1.

Sorting the weights (from code\vectl.cc) (Figure selsortl)

f or

(it =0; 1 <3; 1 ++)
{

H ghest Wi ght = O;
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for (k = 0; k <5; k ++)

{

i f (Weight[k] > Hi ghest Wi ght)

{
H ghest Wi ght = Wei ght[ K] ;
H ghest | ndex = k;

}
}

SortedWeight[i] = H ghest Wi ght;
Wei ght [ Hi ghest | ndex] = O0;

}

Susan had some interesting comments and questions on this algorithm. Let's take alook at our discussion of
the use of the variablei :

Susan: Now | understand why you used the exampleof i = i + 1; in Chapter
basics.htm; before, it didn't make sense why you would do that silly thing. Anyway, now |et
me get this straight. To say that, in the context of this exercise, means you can keep adding 1
tothevaueof i ?1 amfinding it hard to see where this works for the number 7, say, or
anything above 5 for that matter. So, it just means you can have 4 +1 or + another 1, and so
on? See where | am having trouble?

Steve: Remember, ashort variablesuch asi isjust aname for a2-byte areaof RAM,
which can hold any value between -32768 and +32767. Therefore, the statementi  ++;
means that we want to recal culate the contents of that area of RAM by adding 1 to its former
contents.

Susan: No, that is not the answer to my question. Yes, | know all that<G>. What | am saying
isthis: | assumethati ++; isthe expression that handles any value over 4, right? Then let's
say that you have pumpkinsthat weigh 1, 2, 3, 4, and 5 pounds consecutively. No problem,
but what if the next pumpkin was not 6 but say 7 pounds? If at that point, the highest value
for i wasonly 5 and you could only add 1 to it, how does that work? It just doesn't yet have
the base of 6 to add 1 to. Now do you understand what | am saying?

Steve: | see the problem. We're using the variable i to indicate which weight we're talking
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about, not the weight itself. In other words, the first weight isWei ght [ 0] , the second is
Wei ght [ 1] , thethirdisWei ght [ 2] , thefourthisWei ght [ 3] , and thefifthis

Wei ght [ 4] . The actual values of the weights are whatever the user of the program typesin.
For example, if the user typesin 3 for the first weight, 9 for the second one, 6 for the third,
12 for the fourth, and 1 for the fifth, then thevect or will look like this:

Element Vaue
Wei ght[ 0] 3
Wei ght[1] 9
Wei ght[2] 6
Wei ght [ 3] 12
Wi ght [ 4] 1

Thevaueof i hasto increase by only one each time because it indicates which element of
thevect or Wei ght isto store the current value being typed in by the user. Does this clear
up your confusion?

Susan: | think so. Then it can have any whole number value O or higher (well, up to 32767);
adding the 1 means you are permitting the addition of at least 1 to any existing value, thereby
allowing it to increase. Isthat it?

Steve: No, I'm not permitting an addition; I'm performing it. Let's supposei isO. In that
case, Wi ght [ i ] meansWei ght [ O] , or thefirst element of the Wei ght vect or . When
ladd1toi,i becomesl. Therefore, Wei ght [i ] now meansWei ght [ 1] . The next
executionof i ++; setsi to 2; therefore, Wei ght [ i ] now meansWei ght [ 2] . Any time
ani isusedin an expression, for example, Wei ght[i],i + j,ori + 1 youcanreplace
thei by whatever the current value of i is. The only place where you can't replace avariable
such asi by itscurrent valueiswhen it isbeing modified, asini ++ orthei ini = | +
1. Inthose cases, i means the address where the value of the variablei isstored.

Susan: OK, theni isnot the number of the value typed in by the user; it is the location of an
element in the Wei ght vect or, and that iswhy it can increase by 1, because of thei ++?

Steve: Correct, except that | would say "that iswhy it doesincrease by 1". This may just be
terminol ogy.

Susan: But in this case it can increase no more than 4 because of thei < 5 thing?
Steve: Correct.

Susan: But it hasto start with a0 because of thei = 0 thing?
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Steve: Correct.

Susan: Sothenci n >> Wei ght [i] meansthat the number the user istyping hasto go
into one of those locations but the only word that says what that location could beis

Vi ght ; it puts no limitations on the location in that Weight vect or other than when you
defined theindex variableasshor t i ; . Thismeansthe index cannot be more than 32767.

Steve: Correct. The current value of i iswhat determines which element of Wi ght the
user's input goes into.

Susan: | think | was not understanding this because | kept thinking that i was what the user
typed in and we were defining its limitations. Instead we are telling it where to go.

Steve: Correct.

Having beaten that topic into the ground, let's ook at the correspondence between the English description
of the algorithm and the code:

1. Repeat the following steps once through for each prize:
for (i =0; I <3; i ++)

(During this processthe variablei istheindex into the Sor t edWei ght vect or wherewe're
going to store the weight for the current prize we're working on. While we're looking for the highest
weight, i is0; for the second-highest weight, i is1; finally, when we're getting ready to award a
third prize, i will be 2.)

2. Search through the input list. For each element of the list Wei ght , we check whether that element
(Wei ght [ k] ) isgreater than the highest weight seen so far in thelist (H ghest Wei ght ). If that
Isthe case, then wereset H ghest Wi ght to the value of the current element (Wi ght [ k] ) and
the index of the highest weight so far (Hi ghest | ndex) to the index of the current element (k).

3. When we get to the end of the input list, H ghest Wei ght isthe highest weight in the list, and
Hi ghest | ndex istheindex of that element of the list that had the highest weight. Therefore, we
can copy the highest weight to the current element of another list (the "output list"). As mentioned
earlier, i istheindex of the current element in the output list. Its value is the number of timeswe
have been through the outer loop before; that is, the highest weight, which we will identify first,
goesin position O of the output list, the next highest in position 1, and so on:

SortedWeight[i] = H ghest Wi ght;

4. Finally, set the highest weight in the input list to 0, so we won't select it as the highest value again
on the next pass through the list.

Wei ght [ Hi ghest | ndex] = O0;
This statement is the reason that we have to keep track of the "highest index"; that is, the index of
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the highest weight. Otherwise, we wouldn't know which element of the original Wi ght vect or
we've used and therefore wouldn't be able to set it to O to prevent its being used again.

Here's Susan's rendition of this algorithm:

Susan: OK, let me repeat this back to you in English. The result of this program is that after
scanning the list of user input weights the weights are put in another list, which is an ordering
list, named k. The program starts by finding the highest weight in the input list. It then takes
it out, putsit in k, and replaces that value it took out with a0, so it won't be picked up again.
Then it comes back to find the next highest weight and does the same thing all over again
until nothing is left to order. Actually thisis more than that one statement. But is this what
you mean? That one statement is responsible for finding the highest weight in the user input
list and placing it in k. Isthisright?

Steve: It's almost exactly right. The only error is that the list that the weights are moved to is
the Sor t edWei ght vect or, rather than k. The variable k is used to keep track of which
Isthe next entry to be put into the Sor t edWei ght vect or.

Susan: OK. There was also something else | didn't understand when tracing through the
program. | did see at one point during the execution of the tracing version of this program
that i =5. Well, first | didn't know how that could be becausei is supposedtobe< 5, but
then | rememberedthati ++ expressioninthef or loop, so| wondered if that is how this
happened. | forgot where | was at that point, but | think it was after | had just completed
entering 5 valuesand i was incrementing with each value. But see, it really should not have
been more than 4 because if you start at O then that is where it should have ended up.

Steve: Thereason that i getsto be 5 after the end of the loop is that at the end of each pass
through the loop, the modification expression (i ++) is executed before the continuation
expression (i < 5). S0, at the end of the fifth pass through the loop, i isincremented to 5
and then tested to seeif it is still lessthan 5. Since it isn't, the loop terminates at that point.

Susan: | get that. But | still have a question about the statement i f Wei ght [ k] >
hi ghest wei ght . Well, the first time through, thiswill definitely be true because we've
initialized Hi ghest Wei ght to 0, since any weight would be greater than 0. Is that right?

Steve: Yes. Every time through the outer (i ) loop, as we get to the top of the inner loop, the
0 that we'vejust put in Hi ghest Wei ght should be replaced by the first element of

Wei ght ; that is, Wei ght [ O] , except of course if we've already replaced Wei ght [ O] by O
during a previous pass. It would also be possible to initialize H ghest Wi ght to

Wei ght [ 0] and then start the loop by setting k to 1 rather than 0. That would cause the
inner (k) loop to be executed only four times per outer loop execution, rather than five, and
therefore would be more efficient.

Susan: Then H ghest | ndex=k; isthe statement that sets the placement of the highest
number to its rank?

Steve: Right.
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Susan: Then | thought about this. It seems that the highest weight is set first, then the sorting
takes place so it makes four passes (actually five) to stop the loop.

Steve: The sorting is the whole process. Each pass through the outer loop locates one more
element to be put into the Sor t edWei ght vect or . Isthat what you're saying here?

Susan: Then the statement Wi ght [ Hi ghest | ndex] = 0; comesinto play, replacing
the highest number selected on that pass to O.

Steve: Correct.

Susan: Oh, when k is going through the sorting process why doesi increment though each
pass? It seemsthat k should be incrementing.

Steve: Actually, k increments on each pass through the inner loop, or 15 timesin al. It's
reset to 0 on each pass through the outer loop, so that we look at all of the elements again
when we're trying to find the highest remaining weight. On the other hand, i isincremented
on each pass through the outer loop or three timesin all, once for each "highest" weight that
gets put into the Sor t edWei ght vect or.

Susan: OK, | get theideawithi , but what isthe deal with k? | mean | seeit was defined asa
short, but what isit supposed to represent, and how did you know in advance that you
were going to need it?

Steve: It represents the position in the original list, asindicated in the description of the
algorithm.

Susan: | still don't understand where k fitsinto this picture. What does it do?

Steve: It'sthe index in the "inner loop", which steps through the elements looking for the
highest one that's till there. We get one "highest”" value every time through the "outer loop",
so we have to execute that outer oop three times. Each time through the outer loop, we
execute the inner loop five times, once for each entry in the input list.

Susan: Too many terms again. Which isthe "outer loop" and which was the "inner loop"?

Steve: The outer loop executes once for each "highest" weight we're locating. Each time we
find one, we set it to O (at the end of the loop) so that it won't be found again the next time
through.

Susan: OK, now | am confused with the statement: i f (Wi ght [ k] >

Hi ghest Wei ght) . Thisiswhat gets me: if | understand this right (and obviously | don't)
how could Wi ght [ k] ever be greater than Hi ghest Wi ght , since every possible value
of k represents one of the elementsin the Wei ght vect or, and Hi ghest Wi ght isthe
highest weight in that vect or ? For this reason | am having a hard time understanding the
code for step 2, but not the concept.

Steve: Thevalueof Hi ghest Wei ght at any timeisequal to the highest weight that has
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been seen so far. At the beginning of each execution of the outer loop, Hi ghest Wei ght is
set to 0. Then, every time that the current weight (Wei ght [ k] ) is higher than the current
value of Hi ghest Wei ght , wereset H ghest Wei ght to the value of the current weight.

Susan: | still don't understand this statement. Help.

Steve: Remember that Hi ghest Wei ght isreset to 0 on each pass through the outer loop.
Thus, thisi f statement checks whether the kth element of the Wei ght vect or exceeds
the highest weight we've seen before in this pass. If that is true, obviously our "highest"
weight isn't really the highest, so we have to reset the highest weight to the value of the kth
element; if the kth element isn't the true highest weight, at least it's higher than what we had
before. Since we replace the "highest" weight value with the kth value any time that the kth
value is higher than the current "highest" weight, at the end of the inner loop, the number
remaining in Hi ghest Wei ght will be the true highest weight left in Wei ght . Thisis
essentially the same algorithm as we used to find the highest weight in the original version of
this program, but now we apply it several times to find successively lower "highest" weights.

Susan: OK, | understand now, i increments to show how many times it has looped through

to find the highest number. Y ou are doing aloop within aloop, redly, itisnot side by sideis
it?

Steve: Correct.

Susan: So, when you first enter your numbers they are placed in an index called i , then they
are going to be cycled through again, placing them in a corresponding index named Kk,
looking for the top three numbers. To start out through each pass, you first set the highest
weight to the first weight since you have preset the highest weight to 0. But, to find the top
three numbers you have to look at each place or element in the index. At the end of each loop
you sort out the highest number and then set that removed element to 0 so it won't be selected
again. You do this whole thing three times.

Steve: That's right, except for some terminology: where you say "an index calledi ", you
should say "avect or called Wi ght ", and where you say "an index called k", you should
say "avect or caled Sort edWei ght ". Thevariablesi and k are used to step through the
vect or s, but they are not thevect or sthemselves.

Susan: OK, then the index variables just are the working representation of what is going on
inthosevect or s. But are not the numbers "assigned" an index? Let's see; if you lined up
your five numbers you could refer to each number asto its placementinavect or . Could
you then have the column of weights in the middle of the two indexesof i and k to each
side?

Steve: If | understand your suggestion, it wouldn't work, becausek andi vary at different
speeds. During the first pass of the outer loop, i i1s0, whilek variesfrom 0 to 5; on the
second pass of the outer loop, i is 1, whilek variesfrom O to 5 again, and the same for the
third pass of the outer loop. Thevalue of i isused to refer to an individual element of the
Sort edWei ght vect or, the one that will receive the next "highest" weight we locate.
The value of k isused to refer to an individual element of the Wei ght vect or, theone
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we're examining to seeif it's higher than the current Hi ghest Wi ght .

Susan: Thisiswhat gets me, how do you know in advance that you are going to have to set
Hi ghest | ndex tok?I seeit inthe program asit happens and | understand it then, but how
would you know that the program wouldn't run without doing that? Trial and error?
Experience? Rule books? <G>

Steve: Logic. Let'slook at the problem again. The sorting algorithm that we're using hereis
called selection sort, because each time through the outer loop it selects one element out of
theinput vect or and movesit to the output vect or . To prevent our selecting the same
weight (i.e., the highest one in the original input) every time through the outer loop, we have
to clear each weight to 0 as we select it. But, to do that, we have to keep track of which one
we selected; that's why we need to save H ghest | ndex.

Being a glutton for punishment, Susan brought up the general problem of how to create an algorithm in the
first place.

Susan: Do they make instruction sheets with directions of pathsto follow? How do you
identify problems? | mean, don't you encounter pretty much the same types of problems
frequently in programming and can they not be identified some way so that if you knew a
certain problem could be categorized as a Type C problem, let's say, you would approach it
with a Type C methodology to the solution? Does that make sense? Probably not.

Steve: It does make sense, but for some reason such "handbooks' are rare. Actually, my
previous book, Efficient C/C++ Programming was designed to provide something like you're
suggesting, with solutions to common problems at the algorithmic level. There's also a book
called Design Patterns that tries to provide tested solutions to common design problems, at a
much higher level.

Details, Details

Let's go back and look at the steps of the algorithm more closely (on page ). Step 1 should be fairly self-
explanatory, once you're familiar with the syntax of thef or statement; it causes the statementsin its
controlled block to be executed three times, with the index variablei varying from O to 2 in the process.

Step 2 isquite similar to the process we went through to find the highest weight in our previous two
programs; however, the reason for the Hi ghest | ndex variable may not be obvious. We need to keep
track of which element of the original vect or (i.e.,, Wi ght ) we have decided is the highest so far, so
that this element won't be selected as the highest weight on every pass through the Wei ght vector.To
prevent this error, step 4 sets each "highest" weight to a value that won't be selected on a succeeding pass.
Since we know there should be no 0 weightsin the Wei ght vect or , we can set each selected element to
0 after it has been selected, to prevent its reselection. Figure weightcontents shows a picture of the situation

before the first pass through the data, with ???in Sor t edWei ght to indicate that those locations contain
unknown data, as they haven't been initialized yet.

Initial situation (Figure weightcontents)

| ndex contents contents
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of Wi ght of SortedWei ght
0 5 277
1 2 2?27
2 11 27?7
3 3
4 7

In Figure weightcontents, the highest valueis 11 in Wei ght [ 2] . After we've located it and copied its
valueto Sor t edWei ght [ 0] , weset Wei ght [ 2] to O, yielding the situation in Figure after first.

After the first pass (Figure after.first)

| ndex contents contents
of Wei ght of SortedWei ght
0 5 11
1 2 277
2 0 227
3 3
4 7

Now we're ready for the second pass. Thistime, the highest valueisthe 7 in Wei ght [ 4] . After we copy
the7 to Sor t edWei ght [ 1] , we set Wei ght [ 4] to O, leaving the situation in Figure aftersecondpass.

After the second pass (Figure aftersecondpass)
| ndex contents contents
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of Wei ght of SortedWei ght
0 5 11
1 2 7
2 0 ?2?7?
3 3
4 0

On the third and final pass, we locate the 5in Wei ght [ 0] , copy it to Sor t edWei ght [ 2], and set
Wei ght [ 0] to 0. Asyou can seein Figure final.situation, Sor t edWei ght now has the results we were

looking for: the top three weights, in descending order.

Final situation (Figure final.situation)

| ndex contents contents
of Wei ght of SortedWei ght
0 0 11
1 2 7
2 0 5
3 3
4 0

To Err Is Human. ..

That accounts for all of the steps in the sorting algorithm. However, our implementation of the algorithm
has aweak spot that we should fix. If you want to try to find it yourself, look at the code and explanation
again before going on. Ready?

The key word in the explanation is "should" in the following sentence: " Since we know there should be no
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0 weightsin the Wi ght vect or , we can set each selected element to O after it has been selected, to
prevent its reselection.” How do we know that there are no 0 weights? We don't, unless we screen for them
when we accept input. In the first pumpkin-weighing program, we stopped the input when we got a0, but
in the programs in this chapter, we ask for a set number of weights. If one of them is 0, the program will
continue along happily.14 Before we change the program, though, let's try to figure out what would happen
if the user typesin a0 for every weight.

Y ou can try this scenario out yourself. To runit, just change to the nor mal subdirectory under the main
directory where you installed the software, and typevect 1. When it asks for weights, enter a0 for each of
the five weights. In case you're reading this away from your computer, here's what will happen (although
the element number in the message may not be the same):

You have tried to use elenent 51082 of a vector which has only 5
el enent s.

Why doesn't the program work in this case? Because we have an uninitialized variable; that is, one that
has never been set to avalid value. Inthiscase, it'sHi ghest | ndex. Let'slook at the sorting code one
more time, in Figure sortweightsagain.12

Sorting the weights, again (from code\vectl.cc) (Figure sortweightsagain)
for (i =0; i <3; i ++)
{
Hi ghest Wi ght = 0;
for (k = 0; k <5; k ++)
{
i f (Weight[k] > Hi ghest Wi ght)
{
H ghest Wi ght = Wei ght [ K] ;
H ghest| ndex = Kk;
}
}
SortedWeight[i] = Hi ghest Wi ght;

Wei ght [ Hi ghest | ndex] = O0;
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}

It's clear that H ghest Wei ght isinitialized (i.e., given avalid value) beforeit is ever used; the statement
Hi ghest Wei ght = 0, isthefirst statement in the block controlled by the outer f or loop. However,
the sameisnot true of Hi ghest | ndex. Whenever the conditioninthei f statementist r ue, both

H ghest Wei ght and H ghest | ndex will indeed be set to legitimate values: Hi ghest Wei ght will
be the highest weight seen so far on this pass, and Hi ghest | ndex will be the index of that weight in the
Wei ght vect or . However, what happensif the condition inthei f statement never becomest rue?In
that case, H ghest | ndex will have whatever random value it started out with at the beginning of the
program; it's very unlikely that such a value will be correct or even refer to an actual element in the

Wei ght vector.

Here's the discussion that Susan and | had on this topic:

Susan: You say that Hi ghest | ndex isn'tinitialized properly. But what about when you
set k equal to 0 and then Hi ghest | ndex isset equal to k? Isthat not initialized?

Steve: The problem isthat the statement Hi ghest | ndex = k; isexecuted only when
Wei ght [ k] isgreater than H ghest Wei ght . If that never occurs, then Hi ghest | ndex
is left in some random state.

Susan: OK, then why didn't you say so in the first place? | understand that. However, | still
don't understand why the program would fail if all the weights the user typed in were 0. To
me it would just have a very boring outcome.

Steve: That'sthe casein which Hi ghest | ndex would never be initialized; therefore, it
would contain random garbage and would cause the program to try to display an element at
some random index value.

Susan: | traced through the program again briefly tonight and that reminds me to ask you
why you put the highest weight value to 1596 and the second-highest weight value to 16147?

Steve: | didn't. Those just happened to be the values that those memory locations had in them
before they were initialized.

Susan: | wastotally confused right from the beginning when | saw that. But did you do that
to show that those were just the first two weights, and that they have not been, how would
you say this, "ordered” yet? | don't know the language for this in computerese, but | am sure
you know what | am saying.

Steve: Not exactly; they haven't been initialized at that point, so whatever values they might
contain would be garbage.

Susan: So at that point they were just the first and second weights, or did you just arbitrarily
put those weights in there to get it started? Anyway, that was baffling when | saw that.
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Steve: Before you set avariable to a particular value, it will have some kind of random junk
init. That's what you're seeing at the beginning of the program, before the variables have
been initialized.

Susan: OK, | am glad this happened, | can see this better, but whose computer did that? Was
it yours or mine? | mean did you run it first and your computer did it, or was it my computer
that came up with those values?

Steve: It'syour computer. The program starts out with "undefined" valuesfor all of the
uninitialized variables. What this meansin practice is that their values are whatever
happened to be left around in memory at those addresses. Thisis quite likely to be different
on your machine from what it is on mine or even on yours at a different time.

Susan: So something has to be there; and if you don't tell it what it is, the old contents of
memory just comes up?

Steve: Right.

Susan: If it had worked out that the higher number had been in first place, then | would have
just assumed that you put that there as a starting point. | am really glad that this happened but
| was not too happy about it when | wastrying to figure it out.

Steve: See, it'sall for your own good.

Susan: If that were the case, | would think it nearly impossible that we have the same values
at any given address. How could they ever be remotely the same?

Steve: It'svery unlikely that they would, unless the address were one that was used by very
basic software such as DOS or Windows, which might be the same on our computers.

Susan: Anyway, then you must have known | was going to get "garbage" in those two
variables, didn't you? Why didn't you advise me at least about that? Do you know how
confusing it was to see that first thing?

Steve: Yes, but it's better for you to figure it out yourself. Now you really know it, whereas if
| had told you about it in advance, you would have relied on my knowledge rather than
developing your own.

| hope that has cleared up the confusion about the effect of an uninitialized variable in this example. But,
why do we have to initialize variables ourselves? Surely they must have some value at any given time. Let's
listen in on the conversation that Susan and | had about this point:

Susan: So, each bitin RAM is capable of being turned on or off by a1 or a0? Which oneis
on and which one is off? Or does that matter? How does this work electronically? | mean
how does the presence of a0 or a 1 throw the RAM into a different electronic state?

Steve: To be more exact, each "switch" is capable of existing in either the "on" or "off" state.
The assignment of states to 1s and Osis our notion, which doesn't affect the fact that there are
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exactly two distinct states the switch can assume, just like alight switch (without a dimmer).
We say that if the switch is off, it'sstoring a0, and if it'son, it's storing a 1.

Susan: What isthe "normal state" of RAM: on or off?

Steve: It'sindeterminate. That's one reason why we need to explicitly set our variablesto a
known state before we use them.

Susan: That didn't make sense to me originally, but | woke up this morning and the first
thing that came to my mind was the light switch analogy. | think | know what you meant by
indeterminate.

If we consider the light switch as imposed with our parental and financial values, it is
tempting to view the "normal state" of alight switch as off. Hey, does the light switch really
care? It could sit there for 100 years in the on position as easily asin the off position. Who is
to say what is normal? The only consequence is that the light bulb will have been long
burned out. So it doesn't matter, it really doesn't have a normal state, unless people decide
that thereis one.

Steve: What you've said is correct. The switch doesn't care whether it's on or off. In that
sense, the "normal” position doesn't really have a definition other than one we giveit.

However, what | meant by indeterminate is slightly different: When power is applied to the
RAM, each bit (or to be more precise, a switch that represents that bit) could just as easily
start out on as off. It's actually either one or the other, but which one is pretty much random,
so we have to set it to something before we know its value.

Susan: Oh, you broke my heart, when | thought | had it all figured out! Well, | guessit was
OK, at least asfar asthe light switch was concerned, but then RAM and a light switch are not
created equal. SO RAM is pretty easy to please, | guess. . .

After that bit of comic relief, let's get back to the analysis of this program. It should be fairly obvious that if
the user types in even one weight greater than O, the i f statement will bet r ue when that weight is
encountered, so the program will work. However, if the user typed in al 0 weights, the program would fail,
as we saw before, because the conditioninthei f statement would never becomet r ue. To prevent this
from causing program failure, al we haveto do isto add one more line, the one in bold in Figure selsort2.

Sorting the weights, with correct initialization (from codelvect2.cc) (Figure selsort2)
for (i =0; i < 3; i ++)
{
H ghest Wi ght = O;

H ghest | ndex = O;
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for (k = 0; k <5; k ++)

{

i f (Weight[k] > Hi ghest Wi ght)
{
Hi ghest Wi ght = Wi ght [ k] ;
H ghest | ndex = k;

}
}

SortedWeight[i] = H ghest Wi ght;
Wei ght [ Hi ghest | ndex] = O;

}

Now we can be surethat H ghest | ndex aways has avalue that corresponds to some element of the
Wei ght vect or, so wewon't see the program fail as the previous one would.

Assuming that you've installed the software from the CD-ROM in the back of this book, you can run the
corrected program to test that it works as advertised. First, you have to compile it by changing to the code
subdirectory under the main directory where you installed the software, and typing RHI DE vect 2, then
using the "Make" command from the "Compil€" menu. Then exit back to DOS and type vect 2 to run the
program. It will ask you for weights and keep track of the highest weight and second-highest weight that
you've entered. Type 0 and hit ENTER to end the program.

To run it under the debugger, make sure you are in the code subdirectory, and then type "RHIDE vect2".
Again, do *not* add the".cc" to the end of the file name. Once RHIDE has started up, you can step through
the program by hitting F8, which will treat any function call as one statement, or by hitting F7, which will
step into any function call. Any time you want to see the display that the user would see when running the
program normally, hit Alt-F5, then ENTER to get back to the debugger.

After you've entered 5 weights, the program will start the sorting process. Thistime, entering five O weights
will produce the expected result: The top three weights will all be 0.

By the way, it's also possible to initialize a variable at the same time as you define it. For example, the
statement short i = 12; definesashort variablecalledi and setsit tothevalue 12 at the same
time. Thisis generally a good practice to follow when possible; if you initialize the variable when you
defineit, you don't have to remember to write a separate statement to do the initialization.
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To Really Foul Things up Requires a Computer

We should pay some more attention to the notion of program failure, asit's very important. The first
guestion, of course, iswhat it means to say that a program "fails". The best answer isthat it doesn't work
correctly, but that isn't very specific.

Asyou can imagine, this notion was the topic of some discussion with Susan:

Susan: What do you mean by a program failing? | know it meansit won't work, but what
happens? Do you just get error messages, and it won't do anything? Or isit like the message
that you have on page ?

Steve: In general, aprogram "failing" means that it does something unexpected and
erroneous. Because | have put some safety features into the implementation of vect or ,
you'll get an error message if you misuseavect or by referring to a nonexistent element.

In general, a program failure may or may not produce an error message. In the specific case that we've just
seen, we'll probably get an error message while trying to access a nonexistent element of the Wei ght

vect or . However, it's entirely possible for a program to just "hang" (run endlessly), "crash" your system,
produce an obviously ridiculous answer, or worst of all, provide a seemingly correct but actually erroneous
result.

The causes of program failures are legion. A few of the possibilities are these:

1. Problemsisolated to our code
1. The original problem could have been stated incorrectly.
2. The algorithm(s) we're using could have been inappropriate for the problem.
3. The agorithm(s) might have been implemented incorrectly.
4. Aninput value might be outside the expected range.
5.
6. Andsoon...

2. Problems interacting with other programs

1. We might be misusing a function supplied by the system, like the << operator.

2. The documentation for a system function might be incorrect or incomplete. Thisis especialy
common in "guru”-oriented operating systems, where the users are supposed to know
everything.

A system function might be unreliable. Thisis more common than it should be.

The compiler might be generating the wrong instructions. |'ve seen this on afew rare

occasions.

5. Another program in the system might be interfering with our program. Thisis quite common
In some popular operating environments that allow several programs to be executing
concurrently.16

6. Andsoon. ..

~w

With a simple program such as the ones we're writing here, errors such as the ones listed under problems
with our code are more likely, as we have relatively little interaction with the rest of the system. Aswe start
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to use more sophisticated mechanismsin C++, we're more likely to run into instances of interaction
problems.

What, Me Worry?

After that excursion into the sources of program failure, let's get back to our question about about
initializing variables. Why do we have to worry about this at all? It would seem perfectly reasonable for the
compiler to make sure that our variables were always initialized to some reasonable value; in the case of
numeric variables such asashor t , 0 would be a good choice. Surely Bjarne Stroustrup, the designer of
C++, didn't overlook this. No, he didn't; he made a conscious decision not to provide this facility. It's not
due to cruelty or unconcern with the needs of programmers. On the contrary, he stated in the Preface to the
first Edition of The C++ Programming Language that "C++ is a general-purpose programming language
designed to make programming more enjoyable for the serious programmer”.17 To allow C++ to replace C
completely, he could not add features that would penalize efficiency for programs that do not use these
features. Adding initialization as a built-in function of the language would make programs larger and
slower if the programmer had already initialized all variables as needed. This may not be obvious, but we'll
seein alater section why it is so.

Here's Susan's reaction to these points about C++:
Susan: What is run-time efficiency?
Steve: How long it takes to run the program and how much memory it uses up.

Susan: So are you saying that C++ istotally different from C? That one is not based on the
other?

Steve: No, C++ isadescendant of C. However, C++ provides much more flexibility to
programmers than C.

Susan: Now, about what Bjarne said back in 1986: Who enjoys this, and if C++ isintended
for a serious programmer, why am | reading this book? What is a serious programmer?
Would you not think a serious programmer should have at |east taken Computer
Programming 101?

Steve: This book should be a pretty good substitute for Computer Programming 101. You
probably know considerably more than the usual graduate of such a course, athough the e-
mail tutoring has been a major contributor to your understanding. Anyway, if you want to
learn how to program, you have to start somewhere, and it might as well be with the intention
of being a serious programmer.

Garbage in, Garbage Out

In the meantime, there's something else we should do if we want the program to work asit should. Asthe

old saying "Garbage in, garbage out" suggests, by far the best solution to handling spurious input valuesis
to prevent them from being entered in the first place. What we want to do isto check each input value and
warn the user if it'sinvalid. Figure garbprevl illustrates a new input routine that looks like it should do the
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trick.

Garbage prevention, first attempt (from code\vect2a.cc) (Figure garbprevl)
for (i =0; i <5; 1 ++)
{

cout << "Please type in weight #" << i+l << "
cin >> Weight[i];
if (Weight[i] <= 0)

{

cout << "I'msorry, " << Weight[i] << " is not a valid weight.";

cout << endl;

}

Assuming that you've installed the software from the CD-ROM in the back of this book, you can try out
this program. First, you have to compileit by changing to the code subdirectory under the main directory
where you installed the software, and typing RHI DE vect 2a, then using the "Make" command from the
"Compile" menu. Then exit back to DOS and type vect 2a to run the program. It will ask you for weights
and keep track of the highest weight and second-highest weight that you've entered. Type 0 and hit ENTER
to end the program.

To run it under the debugger, make sure you are in the code subdirectory, and then type "RHIDE vect2a'.
Again, do *not* add the ".cc" to the end of the file name. Once RHIDE has started up, you can step through
the program by hitting F8, which will treat any function call as one statement, or by hitting F7, which will
step into any function call. Any time you want to see the display that the user would see when running the
program normally, hit Alt-F5, then ENTER to get back to the debugger.

When you are asked for aweight, type onein and hit ENTER just as when executing normally. After
you've entered 5 weights, the program will start the sorting process. When finished, it will display the top
three weights of the five that were entered.

Most of this should be familiar; the only line that has a new construct initisthei f statement. The
condition <= means "less than or equal to", which is reasonably intuitive.

Unfortunately, this program won't work as we intended. The problem is what happens after the error
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message is displayed; namely, the loop continues at the top with the next weight, and we never correct the
erroneous input. Susan didn't have much trouble figuring out exactly what that last statement meant:

Susan: When you say that "we never correct the erroneous input”, does that mean that it is
added to the list and not ignored?

Steve: Right.

To fix this problem completely, we need to use the approach shown in the final version of this program
(Figure vect3). Assuming that you've installed the software from the CD-ROM in the back of this book,
you can try out this program. First, you have to compile it by changing to the code subdirectory under the
main directory where you installed the software, and typing RHI DE vect 3, then using the "Make"
command from the "Compil€e" menu. Then exit back to DOS and type vect 3 to run the program. It will
ask you for weights and keep track of the highest weight and second-highest weight that you've entered.
Type 0 and hit ENTER to end the program.

To run it under the debugger, make sure you are in the code subdirectory, and then type "RHIDE vect3".
Again, do *not* add the ".cc" to the end of the file name. Once RHIDE has started up, you can step through
the program by hitting F8, which will treat any function call as one statement, or by hitting F7, which will
step into any function call. Any time you want to see the display that the user would see when running the
program normally, hit Alt-F5, then ENTER to get back to the debugger.

When you are asked for aweight, type onein and hit ENTER just as when executing normally. After
you've entered 5 weights, the program will start the sorting process, and will display the results when
finished.

Finding the top three weights using vect or s (code\vect3.cc) (Figure vect3)

code/vect3.cc

Now let'slook at the changes that we've made to the program from the last revision. The first change is that
thef or loop has only two sections rather than three in its control definition (inside the () ). Asyou may
recall, the first section specifiesthe initial condition of the index variable; in this case, we're starting i out
at 0, asisusual in C and C++. The second section indicates when we should continue executing the loop;
here, it'saslong asi islessthan 5. But the third section, which usually indicates what to do to the index
variable, ismissing. The reason for thisisthat we're going to adjust the index variable manually in the loop,
depending on what the user enters.

In this case, if the user enters an invalid value (i.e., less than or equal to 0), we display an error message and
leavei asit was, so that the next time through the loop, the value will go into the same element in the

Wei ght vect or . When the user entersavalid value, the el se clauseincrementsi so that the next value
will go into the next element in thevect or . Thisfixesthe error in our previous version that left incorrect
entriesinthevect or . Now that we have beaten the pumpkin weighing example to a pulp, let's review the
mass of information to which I've subjected you so far in this chapter.

Review
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We started out by extending our pumpkin weighing program to tell us the highest two weights rather than
just the highest one. During this exercise, we learned the use of theel se clauseof ani f statement. We
also saw that making even an apparently simple change to a working program can introduce an error; in
this case we were copying the highest weight to the next highest weight only when a new high weight was
detected. Thiswould produce an incorrect result if avalue higher than the previous second highest but
lower than the current highest weight were entered.

Next we extended the program again, this time to handle any number of prizes to be given to the highest
weight, second-highest weight, third-highest weights, and so on. This required a complete reorganization of
the program; the new version used the selection sort algorithm to produce alist of as many of the highest
weights as we need, in descending order. To do this, we had to useavect or, or set of valueswith a
common name, to store all of the weights as they were read in. When they had all been entered, we
searched through them three times, once to find each of the top three elements. A vect or, just likea
regular variable, has a name. However, unlike aregular variable, avect or doesnot have asingle value,
but rather consists of a number of elements, each of which has a separate value. An element isreferred to
by anumber, called an index, rather than by a unique name; each element has a different index. The lowest
index is 0, and the highest index is 1 less than than the number of elementsinthevect or ; for example,
with a 10 element vect or , the legal indexes are O through 9. The ability to refer to an element by itsindex
allows us to vary the element we are referring to in a statement by varying the index; we put thisfacility to
good use in our implementation of the selection sort, which we'll review shortly.

We then added the f or statement to our repertoire of loop control facilities. This statement provides more
precise control than thewhi | e statement. Using f or , we can specify a starting expression, a continuation
expression, and a modification expression. The starting expression sets up theinitial conditions for the
loop. Before each possible execution of the controlled block, the continuation expression is checked, and if
itist r ue, the controlled block will be executed; otherwise, the f or loop will terminate. Finally, the
modification expression is executed after each execution of the controlled block. Most commonly, the
starting expression setsthe initial value of a variable, the continuation expression tests whether that
variableis still in the range we are interested in, and the modification expression changes the value of the
variable. For example, inthef or statement

for (i =0 i <5 i +4+)

the starting expressionisi = 0, the continuation expressionisi < 5, and the modification expressionis
i ++. Therefore, the block controlled by thef or statement will be executed first with the variablei set to
0; at the end of the block, the variablei will be incremented by 1, and the loop will continueif i isstill
less than 5.

Then we used the f or statement and a couple of vect or sto implement a selection sort. This algorithm
goes through an "input list" of n elements once for each desired "result element". In our case, we want the
top three elements of the sorted list, so the input list has to be scanned three times. On each time through,
the algorithm picks the highest value remaining in the list and adds that to the end of a new "output list".
Then it removes the found value from the input list. At the end of this process, the output list has al of the
desired values from the input list, in descending order of size. When going over the program, we found a
weak spot in the first version: If al the weights the user typed were less than or equal to 0, the program
would fail because one of the variablesin the program would never beinitialized; that is, set to aknown
value.
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Thisled to adiscussion of why variable initialization isn't done automatically in C++. Adding this feature
to programs would make them slower and larger than C programs doing the same task, and C++ was
intended to replace C completely. If C++ programs were significantly less efficient than equivalent C
programs, this would not be possible, so Bjarne Stroustrup omitted this feature.

While it'simportant to insure that our programs work correctly even when given unreasonable input, it's
even better to prevent this situation from occurring in the first place. So the next improvement we made to
our pumpkin weighing program was to tell the user when an invalid value had been entered and ask for a
valid value initsplace. Thisinvolved af or loop without a modification expression, since we wanted to
increment the index variable i to point to the next element of thevect or only when the user typed in a
valid entry; if anillegal value wastyped in, we requested alegal value for the same element of the

vect or.

Exercises

So that you can test your understanding of this material, here are some exercises.
1. If the program in Figure morebas00 is run, what will be displayed?

Exercise 1 (code\morbas00.cc) (Figure morebas00)

code/morbas00.cc

2. If the program in Figure morebasO1 is run, what will be displayed?

Exercise 2 (code\morbas01l.cc) (Figure morebas01)

code/morbas01.cc

3. Write a program that asks the user to type in aweight, and display the weight on the screen.

4. Modify the program from exercise 3 to ask the user to type as many weights as desired, stopping as soon
asa0isentered. Add up all of the weights entered and display the total on the screen at the end of the
program.

Answers to exercises can be found at the end of the chapter.

Conclusion

We've covered alot of material in this chapter in our quest for better pumpkin weighing, ranging from
sorting data into order based on numeric value through the anatomy of vect or s. Next, we'll take up some
more of the language features you will need to write any significant C++ programs.

Answers to Exercises
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1. The correct answer is. "Who knows?" If you said "30", you forgot that the loop variable values are from
0 through 4, rather than from 1 through 5. On the other hand, if you said "20", you had the right total of the
numbers 0, 2, 4, 6, and 8, but didn't notice that the variable Resul t was never initialized. Of course,
adding anything to an unknown value makes the final value unpredictable. Most current compilers,
including the one on the CD-ROM in the back of this book, are capable of warning you about such
problems; if you compiled the program with this warning turned on, you'd see a message something like
this:

nor bas00. cc: 7: warning: “short result' may be used uninitialized in this
functi on.

Thisisthe easiest way to find such errors, especially in alarge program. Unfortunately, the compiler may
produce such warnings even when they are not valid, so the final decision is still up to you.

Assuming that you've installed the software from the CD-ROM in the back of this book, you can try this
program out. First, you have to compile it by changing to the code subdirectory under the main directory
where you installed the software, and typing RHI DE nor bas00, then using the "Make" command from
the "Compile" menu. Then exit back to DOS and type nor bas00 to run the program. It will ask you for
weights and keep track of the highest weight and second-highest weight that you've entered. Type 0 and hit
ENTER to end the program.

Running this program normally isn't likely to give you much information. To run it under the debugger,
make sure you are in the code subdirectory, and then type "RHIDE morbas00". Again, do *not* add the
".cc" to the end of the file name. Once RHIDE has started up, you can step through the program by hitting
F8, which will treat any function call as one statement, or by hitting F7, which will step into any function
call. Any time you want to see the display that the user would see when running the program normally, hit
Alt-F5, then ENTER to get back to the debugger.

2. The correct answer is45. In case thisisn't obvious, consider the following:

1. Thevalueof x[ O] issetto 3.

2. Inthefirst f or loop, thevalueof i startsout at 1.

3. Therefore, the first execution of the assignment statement x[ i] = x[i-1] * 2; isequivaent
tox[1] = x[0] * 2;.Thisclearly setsx[ 1] to6.

4. The next timethrough theloopi is2, sothat same assignment statement x[i] = x[i-1] * 2;
isequivalenttox[ 2] = x[1] * 2;.Thissetsx[ 2] to12.

5. Finally, on the last pass through the loop, the value of i is 3, so that assignment statement x[ i ] =
x[1-1] * 2; isequivdenttox[ 3] = x[2] * 2; Thissetsx[ 3] to 24.

6. Thesecond f or loop just adds up the values of all the entriesin the x vect or ; thistime, we
remembered to initialize the total, Resul t , to O, so thetotal is calculated and displayed correctly.

Running this program normally isn't likely to give you much information, but you might want to run
it under control of the gdb debugger. Y ou can do thisin exactly the same way as you did the
previous program, except that you would type RHI DE nor basO01 rather than RHI DE

nmor basO00.

3. Let's start with Susan's proposed solution to this problem, in Figure morebas02, and the questions that
came up during the process.
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Weight requesting program, first try (code\morbas02.cc) (Figure morebas02)

code/morbas02.cc

Susan: Would this work? Right now by just doing thisit brought up several things that |
have not thought about before.

First, isthe # standard for no matter what type of program you are doing?

Steve: Thei ost r eam h header fileis needed if you want to use <<, >>, ci n and cout ,
which most programs do, but not all.

Susan: Ok, but | meant the actual pound sign (#), isthat alwaysapart of i ost r eam h?

Steve: It's not part of the filename, it's part of the #i ncl ude command, which tells the
compiler that you want it to pretend that you've just typed in the entirei ost r eam h filein
your program at that point.

Susan: So then this header is declaring that al you are going to be doing is input and output?

Steve: Not exactly. It tells the compiler how to understand input and output via << and >>.
Each header tells the compiler how to interpret some type of library functions;
I ost r eam h isthe onefor input and output.

Susan: Whereistheword i ost r eamderived from? (OK, i o, but what about st r eant)

Steve: A st r eamis C++ talk for "aplaceto get or put characters'. A given st r eamis
usually either ani st r eam(input st r eam or an ost r eam(output st r eam). Asthese
names suggest, you can read fromani st r eamor writeto an ost r eam

Susan: Second, isthe\ n really necessary here, or would the program work without it?

Steve: It's optional; however, if you want to use it, the\ n should be inside the quotes, since
it's used to control the appearance of the output. It can't do that if it's not sent to cout .
Without the\ n, the user would type the answer to the question on the same line as the
question; with the\ n, the answer would be typed on the next line, asthe\ n would cause the
active screen position to move to the next line at the end of the question.

Susan: OK, that is good, since | intended for the weight to be typed on a different line. Now
| understand this much better. Asfar aswhy | didn't include the\ n inside the quotes, | can't
tell you other than the time of night | was writing or it was an oversight or atypo. | was
following your examples and | am not a stickler for details type person.

Now that that's settled, | have another question: Is "return 0" the same thing asan ENTER on
the keyboard with nothing left to process?
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Steve: Sort of. It means that you're done with whatever processing you were doing and are
returning control to the operating system (the C: prompt).

Susan: How does the program handle the ENTER? | don't see where it comesinto the
programs you have written. It just seems that at the end of any pause that an ENTER would
be appropriate. So isthe ENTER something that is part of the compiler that it just knows that
by the way the code is written an ENTER will necessarily come next?

Steve: Thei st r eaminput mechanism lets you type until you hit an ENTER, then takes the
result up to that point.

One more point. We never tell the user that we have received the information. |'ve added that
to your example.

Figure morbasD2ans illustrates the compiler's output for that erroneous program:

Error messages from the erroneous weight program (code\morbas02.cc) (Figure
morbas02ans)

nor bas02.cc: In function "int main()":
nor bas02.cc:7: stray '\' in program

nor bas02. cc: 11: parse error before "return'

And Figure morbas03 shows the corrected program.

The corrected weight program (code\morbas03.cc) (Figure morbas03)

code/morbas03.cc

4. Thiswas an offshoot of the previous question, which occurred when Susan wondered whether the
program in Figure morbas03 would terminate. Let's start from that point in the conversation:

Susan: Would this only run once? If so how would you get it to repeat?

Steve: We could use awhi | e loop. Let's suppose that we wanted to add up all the weights
that were entered. Then the program might look like Figure morbas04.

The weight totalling program (code\morbas04.cc) (Figure morbas04)

code/morbasD4.cc

In case you were wondering, the reason we have to duplicate the statements to read in the weight is that we
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need an initial value for the variable wei ght before we start the whi | e loop so that the condition in the
whi | e will be calculated correctly.

By the way, there's another way to write the statementt ot al = total + wei ght; that usesan
operator analogous to ++, the increment operator: t ot al += wei ght ; . This new operator, += operator,
means "add what's on the right to what's on the | eft". The motivation for this shortcut, as you might
imagine, isthe same asthat for ++: It requires less typing, is more likely to be correct, and is easier to
compile to efficient code. Just like the "increment memory" instruction, many machines have an "add
(something) to memory" instruction, and it's easier to figure out that such an instruction should be used for
an expression likex += vy thaninthe case of theequivalent x = x + y. Let'sseewhat Susan hasto say
about this notation:

Susan: Now | did find something that was very confusing. Y ou say that += meansto "add
what's on the right to what's on the left" but your example shows that it is the other way
around. Unless thisis supposed to be mirror imaged or something, | don't get it.

Steve: No, the exampleiscorrect. t ot al += wei ght; isthesameastotal = total
+ wei ght ; , so we're adding the value on theright of the += (i.e., wei ght ) to the variable
ontheleft (i.e, t ot al ). Isthat clearer now?

Susan: OK, | think | got it now, | guessif it were more like an equation, you would have to
subtract t ot al from the other side when you moved it. Why isit that the math recollection
that | have instead of helping me just confuses me?

Steve: Because, unfortunately, the = is the same symbol used to mean "is equal to" in
mathematics. The = in C++ means something completely different: "set the thing on the left
to the value on the right".

Running this program normally isn't likely to give you much information, so you might want to run it under
control of the debugger. Y ou can do this in exactly the same way as you did the previous two programs,
except that you would type RHI DE nor bas04 to start.

Footnotes

1. | realize I'm breaking a cardinal rule of textbooks: Never admit that the solution to a problem is
anything but obvious, so the student who doesn't see it immediately feelslike anidiot. In reality,
even asimple program is difficult to get right, and indicating the sort of thought processes that go
into analyzing a programming problem might help demystify this difficult task.

2. Inorder tousevect or s, we haveto #i ncl ude the header filevect or . h; otherwise, the
compiler won't understand that type of variable.

3. Avect or actually contains some additional information beyond the elements themsel ves.
Unfortunately, how avect or actually worksistoo complicated to go into in this book.

4. Notethat the#i ncl ude statement for vect or . h in Figure vectl uses" " rather than <> around
thefile name. Theuse of " " tellsthe compiler to search for vect or . h inthe current directory
first, and then the "normal" places that header files supplied with the compiler are located. Thisis
necessary becausevect or . h infact isin the current directory. If we had written #i ncl ude
<vect or. h>, the compiler would look only in the "normal™ places, and therefore would not find
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vect or. h.

5. By theway, if you're wondering how to pronounce Wei ght [ i ], it's"weight subi". "Sub" is short
for subscript, which isan old term for "index".

6. What I'm calling aregular variable here istechnically known asascalar variable; that is, one with
only one value at any given time.

7. Here's an interesting side note on a case where the inventors of a commonly used facility should
have used zero-based indexing, but didn't. We're still suffering from the annoyances of this one.

Long ago, there was no standard calendar, with year numbers progressing from one to the next,
when January 1st came around. Instead, years were numbered relative to the reign of the current
monarch; for example, the Bible might refer to "the third year of Herod'sreign". Thiswasfinein
antiquity, when most people really didn't care what year it was. There were few retirement plans or
50th wedding anniversaries to celebrate anyway. However, it was quite annoying to historians to try
to calculate the age of someone who was born in the fourth year of someone's reign and died in the
tenth year of someone else's. According to Grolier's Multimedia Encyclopedia

"About AD 525, amonk named Dionysius Exiguus suggested that years be counted from the birth of
Christ, which was designated AD (anno Domini, "the year of the Lord") 1. This proposal cameto be
adopted throughout Christendom during the next 500 years. The year before AD 1 isdesignated 1
BC (before Christ).'

The encyclopedia doesn't state when the use of the term BC started, but the fact that its trandlation is
English is a suspicious sign indicating that this was considerably later. In any event, this numbering
system made matters considerably easier. Now, you could tell that someone who was bornin AD
1200 and died in AD 1250 was approximately 50 years old at death.

Unfortunately, however, there was still a small problem. Zero hadn't yet made it to Europe from
Asiawhen the new plan was adopted, so the new calendar numbered the years starting with 1, rather
than O; that is, the year after 1 BC was 1 AD. While this may seem reasonable, it accountsfor a
number of oddities of our current calendar:

1. Date ranges spanning AD and BC are hard to calculate, since you can't just treat BC as
negative. For example, if someone were bornin 1 BC and diedin 1 AD, how old was that
person? Y ou might think that this could be calculated as 1 - (-1), or 2; however, the last day
of 1 BC immediately preceded the first day of 1 AD, so the person might have been only a
few daysold.

2. The 20th century consists of the years 1901 to 2000; the year numbers of all but the last year
of that century actually start with the digits 19 rather than 20.

3. Similarly, the third millennium starts on January 1, 2001, not 2000.

The reason for the second and third of these oddities is that since the first century started in 1 AD,
the second century had to start in 101 AD; if it started in 100 AD, the first century would have
consisted of only 99 years (1-99), rather than 100.

If only they had known about the zero. Then the zeroth century would have started at the beginning
of 0 AD and ended on the last day of 99 AD. The first century would have started at 100 AD, and so
on; coming up to current time, we would be living through the last years of the 19th century, which
would be defined as all of those years whose year numbers started with 19. The second millennium
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8.

10.

11.

12.

13.

14.

15.

16.
17.

would start on January 1, 2000, as everyone would expect.

Run-time efficiency means the amount of time a program takes to run, as well as how much memory
it uses. Theseissues are very significant when writing a program to be sold to or used by others, as
an inefficient program may be unacceptable to the users.

| strongly recommend learning how to type (i.e., touch type). | was a professional programmer
without typing skills for over 10 years before agreeing to type (someone else's) book manuscript. At
that point, | decided to teach myself to touch-type, so | wrote a Dvorak keyboard driver for my
Radio Shack Model I11 computer and started typing. In about a month | could type faster than with
my previous two finger method and eventually got up to 80+ words per minute on English text. If
you've never heard of the Dvorak keyboard, it's the one that has the letters laid out in an efficient
manner; the "home row" keys are AOEUIDHTNS rather than the absurd set ASDFGHJIKL ;. This
"new" (1930s) keyboard layout reduces effort and increases speed and accuracy compared to the old
QWERTY keyboard, which was invented in the 1880s to prevent people from typing two keysin
rapid succession and jamming the typebars together. This problem has been nonexistent since the
invention of the Selectric typewriter (which uses aball rather than type bars) in the 1960s, but
inertia keeps the old layout in use even though it is very inefficient. In any event, since | learned to
type, writing documentation has required much less effort. This applies especially to writing articles
or books, which would be a painful process otherwise.

Y ou may sometimes see the term controlled statement used in place of controlled block; since aswe
have already seen ablock can be used anywhere that a single statement can be used, controlled
statement and controlled block are actualy just two ways of saying the same thing.

Y ou don't need a space between the variable name and the ++ operator; however, | think it's easier
to read thisway.

By the way, the name C++ is sort of a pun using this notation; it's supposed to mean "the language
following C". In case you're not doubled over with laughter, you're not alone. | guess you had to be
there.

In case you're wondering why the value of i at the end of thisloop will be 5, the reason isthat at the
end of each pass through the loop, the modification expression (i ++) is executed before the
continuation expression that determines whether the next execution will takeplace (i < 5). Thus,
at the end of the fifth pass through the loop, i isincremented to 5 and then tested to seeif it is still
lessthan 5. Since it isn't, the loop terminates at that point.

For that matter, what if someone types in a negative weight, such as -5? Of course, this doesn't make
any sense, but it'sagood ideato try to prevent errors, rather than assuming that users of a program
will always act sensibly.

Y ou may have noticed a slight oddity in this code. The block controlled by thef or statement
consists of exactly one statement; namely, thei f that checksfor anew Hi ghest Wei ght value.
According to the rules I've provided, that means we don't have to put curly braces ({ } ) around it to
make it ablock. While thisis true, long experience has indicated that it's avery good idea to make it
ablock anyway, as a preventive measure. It's very common to revisit old code to fix bugs or add
new functions, and in so doing we might add another statement after thei f statement at alater
time, intending it to be controlled by the f or . The results wouldn't be correct, since the added
statement would be executed exactly one time after the loop was finished, rather than once each
time through the loop. Such errors are very difficult to find, because the code looks all right when
inspected casually; therefore, alittle extra caution when writing the program in the first place often
pays off handsomely.

Especialy those whose names begin with "W".

The C++ Programming Language, 2nd Edition. v.
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Comment on this book!

I'm very pleased to announce the publication of a new one-volume
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Learning to Program in C++. You can order this book directly from me
for only $44.95, including free book rate shipping in the continental
USA, by clicking here.
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What happened to this chapter?

My publisher has decided to offer an electronic version of my new book, Learning to Program in C++,

aone volume version of my two Who's Afraid of C++? books, and understandably enough doesn't
want me to compete with them by offering half of the new book free online.

Of course, | don't want to disappoint people who have heard about my free online books, either. So, as
acompromise, I've left the first four chapters of Who's Afraid of C++? available on this site,
accessible through the index page.
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Now that you've reached the end of this book, there are some questions that have probably occurred to
you. For example,

1. Am | aprogrammer now?
2. What am | qualified to do?
3. Wheredo | go from here?
4. Isthat al thereisto C++?

The answersto thefirst three of these questions, as usual with such open-ended topics, is"It all
depends’. Of course, | can give you some general answers; let's start with questions 1 and 2.

Y es, in the broadest sense, you are a programmer. Y ou've read afair amount of code and written some
programs yourself. But, of course, this doesn't mean that you're a professional programmer. As| said
way back at the beginning, no book can turn anovice into a professional programmer. Being a
professional in any field takes alot of hard work, and although you've undoubtedly worked hard in
understanding this book, you've just begun the exploration of programming.

Questions 3 and 4 are also closely related. Y ou now have enough background that you should be able
to get some benefit from a well-written book about C++ that assumes you are already acquainted with
programming; that would be a good way to continue. As for whether we've covered everything about
C++, the answer is unequivocal: absolutely not. | would estimate that we have examined perhaps 5%
of the very large, complicated, and powerful C++ language; however, that 5% is the foundation for
the rest of your learning in this subject. Most books try to cover every aspect of the language and, as a
result, cannot provide the deep coverage of fundamentals; I've worked very hard to ensure that you
have the correct tools to continue your learning.

A Few Odds and Ends

I've skipped over some topics because they weren't essential to the discussion. However, since they
are likely to be covered in any other book that you might read on programming in C++, I'll discuss
them here briefly. Thiswill ensure that they won't be completely foreign to you when you encounter
them in your future reading.

Operator Precedence

Y ou may recall from high school arithmetic that an expressionlike5 + 3 * 9, iscalculated as
though it werewritten5 + (3 * 9),not(5 + 3) * 9;thatis, you haveto dothe* beforethe
+, so that the correct result is 32, not 72, as it would be under the latter interpretation. The reason for
performing the operations in the former order is that multiplication has a higher precedence than
addition. Well, every operator in C++ also has a precedence that determines the order of application of
each operator in an expression with more than one operator. This seems like agood idea at first
glance, since after all, arithmetic does follow precedence rules like the one we just saw.

Unfortunately, C++ isjust alittle more complicated than arithmetic, and so its precedence rules are
not as simple and easy to remember as those of arithmetic. In fact, there are 17 different levels of
precedence, which no one can remember. Therefore, everyone (or at least, everyone who is sensible)
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ends up using parentheses to specify what order was meant when the expression was written; of
course, if we're going to have to use parentheses, then why do we need the precedence rulesin the
first place?

Other Native Data Types

We've confined our use of native datatypestoshort,unsi gned short,char,int (forthe
return type of mai n only), and bool . As| mentioned in Chapter inventor.htm, there are other native

types; you'll be seeing them in other programs and in other textbooks, so | should tell you about them
now. By the way, | haven't avoided them because they're particularly difficult to use; thereason is
simply that they weren't necessary to the task at hand, which was teaching you how to program, using
C++. Now that we have accomplished that task, you might as well add them to your arsenal of tools.
These other native types are

1. fl oat
2. doubl e
3. | ong (signed or unsigned)

Thef | oat and doubl e types are used to store values that can contain fractional parts, (so-called
floating-point numbers), rather than being restricted to whole numbers as in the case of short and
the other integral types. Of course, this raises two questions: First, why don't we use these types all the
time, if they're more flexible? Second, why are there two of these types rather than only one? These
guestions are related, because the main difference between f | oat and doubl e isthat af | oat is4
byteslong and adoubl e is 8 byteslong; therefore, adoubl e can store larger values and maintain
higher accuracy. However, it also uses up twice the amount of memory of af | oat , which may not
be important when we're dealing with afew values but is quite important if we haveavect or or
array of thousands or tens of thousands of elements.

So that explainswhy we'd use af | oat rather than adoubl e, but not why we would useal ong
rather than af | oat ; after all, they both take up four bytes. The reason that we would useal ong is
that it can store larger whole valuesthan af | oat while retaining exact accuracy in results. Also, on a
machine that doesn't have a built-in numeric processor, | ongs can be processed much more rapidly
thanthanf | oat s.

pr ot ect ed Species

The pr ot ect ed keyword is another access specifier, like publ i ¢ and pri vat e. The reason that
we haven't covered it in this book isthat it is not used except in situations where we createacl ass
that is"descended" from another class. Thistopic is sufficiently complex as to be the subject of
several chaptersin the sequel to this book, Who's Afraid of More C++?, and is therefore not covered
in this book due to space limitations.

Comment on this book!
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Steve Heller had always been fascinated by writing. In his childhood days in the 1950s and 1960s, he
often stayed up far past his bedtime reading science fiction. Even in adulthood, if you came across
him in his off-hours, he was more likely to be found reading a book than doing virtually anything else.

After college, Steve got into programming more or less by accident; he was working at an actuarial
consulting firm and was selected to take charge of programming on their time-sharing terminal,
because he was making much less than most of the other employees. Finding the programming itself
to be more interesting than the actuarial calculations, he decided to become a professional
programmer.

Until 1984, Steve remained on the consuming side of the writing craft. Then one day he was reading a
magazine article on some programming-related topic and said to himself, "I could do better than that".
With encouragement from his wife of the time, he decided to try his hand at technical writing. Steve's
first article submission -- to the late lamented Computer Language Magazine -- was published, as
were a dozen more over the next ten years.

But although writing magazine articlesis an interesting pastime, writing a book is something entirely
different. Steve got his chance at this new level of commitment when Harry Helms, then an editor for
Academic Press, read one of hisarticlesin Dr. Dobb's Journal and wrote him aletter asking whether
he would be interested in writing a book for AP. He answered, " Sure, why not?*, not having the
faintest idea of how much work he was letting himself in for.

The resulting book, Large Problems, Small Machines received favorable reviews for its careful
explanation of a number of facets of program optimization, and sold atotal of about 20,000 copies
within ayear after publication of the second edition, entitled Efficient C/C++ Programming.

By that time, Steve was hard at work on his next book, Who's Afraid of C++, which is designed to
make object-oriented programming intelligible to anyone from the sheerest novice to the programmer
with years of experience in languages other than C++. To make sure that his exposition was clear
enough for the novice, he posted a message on CompuServe requesting the help of someone new to
programming. The responses included one from a woman named Susan, who ended up contributing a
great deal to the book; in fact, about 100 pages of the book consist of email between Steve and Susan.
Her contribution was wonderful, but not completely unexpected.

What was unexpected was that Steve and Susan would fall in love during the course of this project,
but that's what happened. Since she lived in Texas and he lived in New Y ork, this posed some logistic
difficulties. The success of his previous book now became extremely important, as it was the key to
Steve's becoming afull-time writer. Writers have been "telecommuting” since before the invention of
the telephone, so his conversion from "programmer who writes" to "writer" made it possible for him
to relocate to her area, which he promptly did.

Since his move to Texas, Steve has been hard at work on his writing projects, including Introduction
to C++, aclassroom text that covers more material in the same space as Who's Afraid of C++7? at the
expense of the email exchangesin the latter book, followed by Who's Afraid of Java?. Their latest
project is Who's Afraid of More C++?, the sequel to this book, which came out in July of 1998.
Steve's advanced algorithms book, Optimizing C++, was also published in that month.
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Steve and Susan were married in 1997.
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